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Abstract. In this paper, we investigate the usability of
publicly available n-gram corpora for the creation of lan-
guage models (LM) applicable for Czech speech recogni-
tion systems. N-gram LMs with various parameters and set-
tings were created from two publicly available sets, Czech
Web 1T 5-gram corpus provided by Google and 5-gram cor-
pus obtained from the Czech National Corpus Institute. For
comparison, we tested also an LM made of a large pri-
vate resource of newspaper and broadcast texts collected by
a Czech media mining company. The LMs were analyzed
and compared from the statistic point of view (mainly via
their perplexity rates) and from the performance point of
view when employed in large vocabulary continuous speech
recognition systems. Our study shows that the Web1T-based
LMs, even after intensive cleaning and normalization pro-
cedures, cannot compete with those made of smaller but
more consistent corpora. The experiments done on large test
data also illustrate the impact of Czech as highly inflective
language on the perplexity, OOV, and recognition accuracy
rates.
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1. Introduction
During the last two decades a lot of research activities

have been focused on the development of large vocabulary
continuous speech recognition (LVCSR) systems. Nowa-
days, well performing systems are available for almost all
major languages. For many minor ones, including Czech,
the research and development has made significant progress
- see [1], [2], [3]. A LVCSR system is based on two prin-
cipal components, a) an acoustic model (AM), which rep-
resents the acoustic-phonetic part of speech, and b) a lan-
guage model (LM), which covers the linguistic level of spo-
ken and written language. The latter is usually represented
by so called n-grams, i.e. statistics on sequences of n adja-
cent words. The n-gram model, if properly built, has a con-

siderable impact on the accuracy of the target LVCSR ap-
plication. Although many procedures, algorithms and tools
for n-gram computation have been developed, the process of
building a well performing LM requires a lot of human ef-
fort spent by collecting a large enough text corpus, and its
pre-processing, cleaning, balancing, etc. For highly inflec-
tional languages, like Czech, a proper text corpus, namely
its size and structure, is of great importance ([4], [5]), and its
collection may take a long time. Therefore, a publicly avail-
able resource may be a good solution for a quick and effi-
cient creation of a proper LM, at least for research purposes.
Moreover, as there are publicly available toolkits, which pro-
vide easily usable instruments for a basic development of
a LVCSR system (e.g. HTK [6] or Sphinx), it is reasonable
to support the creation of LMs from public resources, too.
So, the main motivation of this paper is to investigate and
compare publicly available n-gram sources for Czech, dis-
cuss their properties, describe the procedures necessary for
the creation of practical LMs, and eventually, test them in
real LVCSR systems.

This work extends the experience with the publicly
available WEB1T corpus distributed via Linguistic Data
Consortium (LDC) [7], [8]. This type of corpus was used
previously for several natural language processing tasks,
like spell-checking and correction [9], word sense disam-
biguation and lexical substitution [10], information extrac-
tion [11], and also for speech recognition related tasks [12].
Several works have focused on more elementary aspects of
this WEB corpus, like extending the size of available linguis-
tic features, e.g. part-of-speech tagging and creating of tools
for working with them [13], or proposing a method for mem-
ory and time efficient access to this huge amount of data [14].
It has also been shown that some well known smoothing
methods, e.g. absolute discounting or modified Kneser-Ney,
did not work well for corpora with fixed cutoff threshold,
and hence, their modifications were proposed [15]. Some of
these works also mentioned the risks associated with utiliz-
ing WEB-based n-grams, e.g. so called corpus noise, ques-
tionable text source or document selection [11], [13].

In this paper, we present a study focused on evaluat-
ing the performance of a Czech LVCSR system based on
LMs obtained from publicly available resources. These are
a) Czech WEB1T 5-gram corpus [7], and b) SYN2006PUB
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5-gram corpus [16] obtained from the Czech National Cor-
pus Institute. After employing them for building a series of
scaled LMs, we compare their statistics, their perplexity and
Out-Of-Vocabulary (OOV) rates, and eventually, we utilize
them in prototype LVCSR systems created from the HTK
toolkit. In order to see how far one can get with public re-
sources (data and tools) we compare them to a system that
has been developed on a professional level. It is a system for
on-line broadcast news transcription designed at the Tech-
nical University in Liberec and supported by an LM based
on very large collection of Czech texts provided by a private
media mining company.

Our paper is structured as follows: In section 2, we give
a detailed description of the two publicly available resources
of Czech n-grams. Section 3 deals with the procedures that
must be applied to the corpora before an LM can be com-
puted. In section 4, we present a series of results from ex-
perimental evaluation done with large spoken datasets. After
that we discuss the results, summarize the conclusions and
mention the ongoing work.

2. Resources of Czech N-grams
The best resource for building an LM is a large and well

balanced corpus of electronic texts in the given language. If
it is not available (for various reasons), a file with n-gram
statistics may be a good alternative source. This is the case
we investigate in this paper. We have two different resources
of n-grams and we want to see how good they are for build-
ing an LM for a LVCSR targeted on general spoken Czech.
Let us present the two resources.

2.1 Czech Web 1T 5-gram Corpus
The Czech Web 1T 5-gram corpus (WEB1T) [7] is one

of the 13 sets assembled from WEB pages by Google and
published by the LDC. Short after the first 5-gram collec-
tion for English was published, similar data were issued also
for 10 European languages, namely Czech, Dutch, French,
German, Italian, Polish, Portuguese, Romanian, Spanish and
Swedish, and also for Japanese and Chinese. For Czech,
the set represents the collection of about 136 billion of to-
kens that are available in a n-gram format. The most relevant
characteristics of Czech WEB1T corpus are summarized in
the following points:

• n-gram statistics are available for n = 1 to 5,

• original web sources were cleaned mainly by removing
(X)HTML markup language tokens,

• the set contains token <UNK> used for numbers with
more then 16 digits, words longer than 32 characters,
non-European or invalid UTF8 characters, and rare
words with occurrence lower than 40,

• tokens may contain both lower and upper case letters
as they appear in WEB texts,

• cross-sentence context is not preserved,

• n-grams with occurrence lower than 40 were removed,

• text is encoded in UTF8, sentence start and end are
marked by <S> and </S>.

Although some pre-processing has been done by the
provider, the n-grams still contain a lot of invalid tokens
such as foreign words, strings with a mix of alpha-numerical
characters, or URLs. Also, some other tokens with marginal
importance for speech recognition are present in the statis-
tics, such as string differing only in case, or punctuation
marks. The initial analysis also revealed the presence of
n-grams that were evidently artifacts of original web-pages,
like menus, headers or footers. It also contained items differ-
ing only in one or two tokens of the same type, e.g. a name
or serial number. These n-grams have significantly increased
some counts compared to those we would obtain from real
web-page contents. As we have already shown in [17], fur-
ther processing of this data is necessary.

2.2 SYN2006PUB 5-gram Corpus
SYN2006PUB is a synchronic corpus of written jour-

nalism created at the Institute of the Czech National Cor-
pus [16]. It contains exclusively newspaper texts from
November 1989 to the end of 2004 [18]. Unfortunately, the
SYN2006PUB corpus is not available in full-text form for
public use. Under a license agreement, one can get n-gram
statistics, with the following properties and limitations:

• n-gram statistics are available for n = 1 to 5,

• tokens may contain both lower and upper case letters
as they are used in standard Czech orthography,

• cross-sentence context is preserved,

• no word or n-gram were removed from the final set be-
cause of low occurrence rate (no cutoff),

• text is encoded in iso-8859-2 and for sentence bound-
ary single token </s> is used.

In contrast to WEB1T 5-grams, SYN2006PUB 5-
grams corpus (further called CNC 5-grams) is generally
much cleaner, but additional filtering of invalid tokens, such
as numeric expressions, foreign words, misspelled words
or abbreviations, is still necessary, though on considerably
smaller scale.

2.3 Statistics of Available 5-gram Corpora
The n-gram counts for both the sets and all available n-

gram orders are shown in Tab. 1. One can see much lower
variability in WEB1T 5-grams. Although the number of
unique unigrams is nearly 4 times higher for WEB1T cor-
pus, with increasing n, the number of unique n-grams gets
higher for the CNC set. For n = 5, it is even 3-times higher.
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n-gram order WEB1T 5-grams CNC 5-grams
1 9 786 424 2 554 028
2 66 050 702 63 806 655
3 117 264 988 189 152 100
4 118 015 565 271 481 810
5 103 280 138 302 836 997

Tab. 1. Unique n-gram counts in original resource corpora.

3. Creating Language Models
As mentioned above, further cleaning and post-

processing steps are necessary for both the n-gram sets,
namely filtering and normalization. These were already pro-
posed in [17]. Here we describe some additional improve-
ments.

3.1 Token Filtering
The filtering procedure removes invalid words or word-

forms in the n-gram set. The aim is to get more appropriate
counts before we start LM computation and smoothing. The
following two steps should be done:

• removal of invalid strings - tokens which do not
form a proper Czech word (e.g. mixed alphanu-
meric strings or URLs) and all numbers are replaced
by token <UNK>, for this purpose the following
Czech alphabet letters were considered as legitimate:
’aábcčdd’eéěfghiíjklmnňoópqrřsštt’uúůvwxyýzž’,

• spell-checking - only the words verified by the already
established lexica or those accepted by Aspell [19] are
accepted.

The second step is capable of removing almost all sus-
picious tokens but a proper spell-checking procedure is much
slower than that based on regular expressions implemented
in the first step. Therefore, we start with the first step, which
is very fast and removes most invalid strings, and then the
rest is cleaned by the second approach.

3.2 Normalization Steps
Because of slightly different characteristics of the two

n-gram corpora, the following normalization steps were ap-
plied to get data with the same format and the same proper-
ties:

• case unification (both corpora) - all tokens were con-
verted to lowercase form,

• expansion of sentence boundary (CNC only) - single
sentence boundary token </s> was complemented by
its counterpart <s> to match the WEB1T format, the
n+1-grams created by this step were split into two n-
grams,

• partial cross-sentence context restoration (WEB1T
only) - new n-grams with cross-sentence context were

added by shifting tokens and adding <UNK> token.
E.g. from 4-gram ’w1 w2 w3 </s>’, new 4-grams ’w2
w3 </s><UNK>’ and ’w3 </s><UNK><UNK>’
were made. Similarly <UNK> was added from the left
to n-grams beginning with <s>,

• partial cutoff restoration (WEB1T only) - if the oc-
currence count of an n-gram was higher than the sum
of counts of n+1-grams with the same first n tokens,
a new n+1-gram with appended token <UNK> was
added, e.g. if there was bigram ’w1 w2 5’ and there
were trigrams ’w1 w2 w3 2’ and ’w1 w2 w4 1’, new
trigram ’w1 w2 <UNK> 2’ was added,

• occurrence count rescaling (WEB1T only) - n-gram
counts were divided by the cutoff value, i.e. 40 in this
case,

• punctuation removal (WEB1T only) - punctuation
marks were discarded, which decreased the order of
some n-grams.

The main reason for using the partial cutoff and cross-
sentence context restoration is to create as many 5-grams as
possible to guarantee that the other operations, e.g. the re-
moval of punctuation marks, can work more efficiently. As
the removal of punctuation marks reduces the n-gram or-
der, filtering of WEB1T corpus was performed at the 5-gram
level. In contrast, CNC n-gram filtering was performed at
the 3-gram level, because this corpus does not contain punc-
tuation marks and the n-gram order is not changed.

The WEB1T n-gram counts have been rescaled to get
the smallest occurrence value equal to one. This is neces-
sary for the next step, in which we want to apply n-gram
smoothing techniques, like the Kneser-Ney or Witten-Bell
ones. The rescaling is done by diving all the counts by the
cutoff value, in our case number 40. This is a similar ap-
proach to that in [15], which gives a more appropriate prob-
ability to all unseen n-grams.

The final counts of unique n-grams after the filtering
and normalization procedures are shown in Tab. 2. These
counts include also the special tokens <UNK>, <s> or
</s> up to the order of 3. If we compare the figures in Tab. 2
and Tab. 1, we can see a significant reduction of counts,
namely in case of the WEB1T set. Its number of unigrams
was reduced to one tenth, actually.

n-gram order WEB1T CNC
1 957 285 861 899
2 27 629 051 47 273 302
3 72 957 299 147 147 485

Tab. 2. Unique n-grams counts in both n-gram resources after
filtering and normalization.

3.3 Created Language Models
Target unigram, bigram, and trigram LMs were cre-

ated from the cleaned data using two LM smoothing tech-
niques: Witten-Bell and Kneser-Ney discounting. Because
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unigram bigram counts trigram counts
(vocab-size) WEB1T CNC TUL WEB1T CNC TUL

60 000 8 820 828 27 305 979 - 19 404 319 17 976 344 -
120 000 11 004 727 35 231 568 - 22 023 489 19 501 433 -
180 000 11 988 619 39 047 471 - 23 014 945 20 028 748 -
240 000 12 529 836 41 223 572 - 23 500 813 20 268 094 -
340 000 13 005 789 43 210 293 130 362 668 23 885 402 20 443 214 133 363 851

Tab. 3. Unique bigram and trigram counts in analyzed LMs.

both the methods yield very similar results (the former be-
ing a little bit worse), in the next text we will mention only
the performance of the latter. To investigate the impact of
the vocabulary size on the perplexity, OOV, and later also on
the recognition score, vocabularies with the following sizes
were created: 60 K, 120 K, 180 K, 240 K, and 340 K words.
All of them and their corresponding LMs were created using
the SRILM toolkit [20]. These LMs were compared with
bigram and trigram language models computed for a 340 K
word lexicon at the Technical University in Liberec from in-
ternal resources provided by a private Czech media mining
company [21]. These resources covered 12 GB of full texts
of all major Czech newspapers from 1989 to 2010 as well
as verbatim transcriptions of many broadcast (TV and radio)
programs from the last decade. This lexicon and LM is em-
ployed in several practical applications (see e.g. [23]), and
in this work it served mainly as a reference denoted as TUL
LM.

The counts of unique n-grams for n = 1,2 and 3 and
all the three LMs are shown in Tab. 3. It is interesting to
see that the WEB1T models contain about three times less
bigrams than the CNC ones, but about 10 % more trigrams.
The trigram components of the LMs were created with cut-
off 2, which is the reason why the CNC trigram counts are
lower compared to the bigram ones. This is not true for the
WEB1T LMs, as its n-grams were created from significantly
larger source corpus. Therefore, after the rescaling step men-
tioned in Section 3.2, there was a large number of trigrams
that appeared at least twice. These facts must be taken into
account when the three LMs are compared from the absolute
numbers point of view. Their basic parameters are summa-
rized in Tab. 4.

parameter WEB1T & CNC TUL
orders 1,2,3 2,3

vocab-sizes [K] 60,120,180, 340
240,340

vocab-selection most freq. words most freq. words
<UNK> token skipped skipped

<s> token kept kept
</s> token removed removed
discounting Kneser-Ney Kneser-Ney

cutoff 1,2-gram 1 1
cutoff 3-gram 2 2

Tab. 4. Parameters of all compared LMs.

4. Evaluation and Experimental Part
The created LMs were evaluated in terms of perplex-

ity, OOV and recognition accuracy in LVCSR systems. The
evaluation was done with two large databases of spoken
Czech.

4.1 Description of Test Data
Each of the test sets contained audio recordings and

their transcriptions. The latter were manually checked and
normalized if necessary (e.g. all numbers and some abbre-
viations were converted into full text forms). The transcrip-
tions were used mainly for the LM evaluation on the linguis-
tic level (perplexity and OOV rates), while the audio record-
ings served as the input for the LVCSR systems.

The first source of test data was Czech SPEECON
database [24]. It had been created as a part of a large in-
ternational project whose goal was to provide speech com-
munity with spoken data in many languages. Its structure
and content was designed so that the audio recordings would
serve primarily for the training of acoustic models suitable
for speech recognition in various tasks and under diverse
conditions. For our experiments we have chosen that part
of Czech SPEECON DB which contains recordings of flu-
ent sentences read by several tens of speakers. The read
sentences are slightly specific as they were tailored to be
phonetically rich and balanced. This means that sometimes
they may not represent common spoken utterances. On the
other side, the database offers a lot of data suitable both for
LVCSR training as well as for independent testing. For the
evaluation of the linguistic issues we have taken all 5183
sentences available in the SPEECON database and denoted
this set as SPEECON_SENT. Its smaller subset, denoted as
SPEECON1, was chosen for time intensive speech recogni-
tion experiments performed with HTK tools. (The remaining
part of recordings was used for training the acoustic model
of HTK-based LVCSR system, see Section 4.3.1.) A larger
subset, containing 1000 sentences, was utilized in speech
recognition experiments performed with the TUL system,
whose acoustic model was trained on TUL’s own databases.

The second source of evaluation data was a test set
prepared at TUL. The TUL_TRANS set covers 271 min-
utes of utterances taken from broadcast news and talk shows
recorded in 2010. Obviously, this data was kept separate
from those used in AM and LM training. The main parame-
ters of all the test sets are summarized in Tabs. 5 and 6.
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audio data
test corpus words utter. t[min]

SPEECON1 4 975 577 57
SPEECON2 8 694 1 000 88

TUL 36 097 436 271

Tab. 5. Word and utterance counts in speech test corpora.

text data
test corpus words sent.

SPEECON_SENT 41 045 5 183
TUL_TRANS 32 185 405

Tab. 6. Word and sentence counts in text test corpora.

4.2 OOV Rate and Perplexity
The results from the linguistic analysis are presented

in Tabs. 7 and 8. We can see how the vocabulary size
influences the OOV rates and n-gram LM perplexities for
both the text sets. It is evident that the CNC LMs demon-
strate significantly lower perplexities when compared to the
WEB1T ones, even if the size of the original WEB1T cor-
pus was considerable larger. Also we may notice that the
SPEECON_SENT set shows higher OOV and perplexity
values than the TUL_TRANS one, which can be explained
by the fact that the sentences of the former set used some
less frequent (but phonetically rich) words.

LM OOV [%] unigram bigram trigram
WEB1T 60 7.24 5 449 1 768 954

WEB1T 120 3.89 6 867 2 155 1 137
WEB1T 180 2.66 7 591 2 340 1 236
WEB1T 240 2.02 8 039 2 493 1 314
WEB1T 340 1.60 8 368 2 615 1 375

CNC 60 5.18 3 482 809 630
CNC 120 3.02 4 141 918 714
CNC 180 2.20 4 456 964 749
CNC 240 1.76 4 640 1 000 779
CNC 340 1.48 4 781 1 026 800
TUL 340 1.05 15 007 1 917 1 428

Tab. 7. Perplexities of analyzed LMs for TUL_TRANS corpus.

LM OOV [%] unigram bigram trigram
WEB1T 60 15.32 6 517 3 033 1 775

WEB1T 120 9.01 10 304 4 753 2 640
WEB1T 180 5.97 13 158 6 053 3 288
WEB1T 240 4.17 15 413 7 157 3 842
WEB1T 340 2.63 17 735 8 302 4 428

CNC 60 12.46 4 357 1 528 1 228
CNC 120 7.15 6 316 1 986 1 560
CNC 180 4.56 7 641 2 309 1 804
CNC 240 3.24 8 460 2 514 1 962
CNC 340 1.98 13 850 2 768 2 161
TUL 340 3.02 21 477 4 232 3 294

Tab. 8. Perplexities of analyzed LMs for SPEECON_SENT cor-
pus.

4.3 LVCSR Performance
From the practical point of view, the most relevant

results came from speech recognition experiments. These
were performed with two LVCSR systems: a prototype mod-
ular system based on HTK tools [6], and the broadcast news
transcription system developed at TUL [5]. For evaluation,
we used the standard word accuracy measure defined as

ACC =
N −S−D− I

N
·100 [%] (1)

where N is total number of words in testing subset, S, D and
I are numbers of substituted, deleted, and inserted words.

4.3.1 Experiments with HTK tools

Unigram, bigram, and trigram language models were
tested using a recognizer based on the HTK Toolkit with the
following setup: signal parameterization based on 39-MFCC
feature vector (12 cepstral coefficient + log energy + 1st and
2nd derivatives). The acoustic model was speaker indepen-
dent, made of tied-state cross-word triphones with 32 mix-
tures per state, in total 106 432 Gaussians. It was trained on
52 hours of speech from Czech SPEECON database (office
subset). The decoding was performed by HDecode, which
enabled us to employ large lexicons up to 340 K words and
LMs up to trigrams. The decoder was set up to use word
insertion penalty equal to -10, LM weight factor equal to 10,
and the pruning beam width was set to 200 [6], [22]. Most
experiments took a significant portion of time as the real-
time factor was between 5 (for the 60 K-word lexicon and
unigrams) up to 20 (340 K + trigram) on a Linux machine
with Intel Core i3 550 @ 3.20 GHz and 3 GB RAM.

The results from the experiments are summarized
in Tab. 9. As expected there is strong correlation be-
tween the accuracy and the perplexity values presented in
Tab. 8. Again, we can see that the LMs computed from the
smaller CNC corpus significantly outperform those based on
WEB1T. In absolute measure, the CNC LMs were about 4-
5 % better than the latter ones. The relative improvement in
accuracy values between trigram and bigram LMs is 2-3 %
and seems to be slightly higher for the WEB1T LMs. The
main conclusion from this series of experiments is that both
the publicly available n-gram resources are suitable at least
for basic research work in speech recognition of Czech.

LM unigram bigram trigram
WEB1T 60 39.40 50.83 53.57

WEB1T 120 46.19 58.39 60.72
WEB1T 180 48.44 61.25 64.08
WEB1T 240 49.59 63.30 66.11
WEB1T 340 50.47 64.42 67.48

CNC 60 44.28 56.18 58.15
CNC 120 50.55 63.84 65.79
CNC 180 52.80 66.73 68.82
CNC 240 53.97 67.82 70.03
CNC 340 55.20 69.19 71.32

Tab. 9. Recognition accuracy of HTK-based LVCSR for
SPEECON1 corpus.
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4.3.2 Tests on TUL transcription system
The final series of experiments was performed with the

LVCSR system developed at TUL. Its engine was designed
to support primarily on-line speech recognition tasks, such
as voice dictation and on-line subtitling of broadcast pro-
grams. Hence, it is not as flexible as the HTK tools and its
current version accepts only bigram LMs, not the trigram
ones. On the other side, it is fast and it can run in real time
even for the largest 340 K lexicon. For the experiments, we
used the following setup: 39 MFCC features, floating cep-
stral mean subtraction (with 1 s window), speaker indepen-
dent acoustic model based on tied-state triphones with 3400
physical states and 32 Gaussians per state. The AM was
trained on 120 hours of speech (a mix of read speech and
broadcast speech from major Czech TV and radio stations).
The Viterbi decoder is optimized for speed and memory us-
age. The 340 K lexicon together with the corresponding LM
(with 130 M unique bigrams) occupy only 190 MB in mem-
ory. More details about the LVCSR system can be found
in [5].

On this system we could compare the performance of
the LMs based on the two publicly available n-gram sets with
that made from private resources. The full-text corpus pro-
vided by the media mining company is probably the largest
corpus of Czech electronic texts and includes also a large
amount of transcriptions of spoken communication. This
feature makes it suitable especially for real speech recog-
nition tasks as it can be observed from the experiments with
the TUL_TRANS test set in Tab. 10. The difference in the
performance between the TUL 340 LM and the WEB1T 340
LM is more than 10 %. The results achieved with both the
TUL_TRANS and SPEECON2 test sets prove again that the
CNC-based models are significantly better than the WEB1T-
based ones.

LM TUL_TRANS SPEECON2
WEB1T 340 72.45 65.94

CNC 340 79.63 76.63
TUL 340 82.60 77.93

Tab. 10. Recognition accuracy of real-time LVCSR with bigram
LMs tested on TUL_TRANS and SPEECON2 corpora.

5. Conclusions
The goal of this work was to investigate the potential

of publicly available linguistic resources for speech recog-
nition in Czech language. We show that if one cannot get
free access to a representative and large enough collection
of full texts in Czech, there is still a possibility to utilize
n-gram statistics provided either by Google in its WEB1T
corpus or by the Institute of the Czech National Corpus in
its SYN2006PUB corpus. Both allow for creating a lan-
guage model that makes large-vocabulary speech recogni-
tion of Czech possible, at least at a basic level. This can be
a good starting point for further improvements.

We analyzed and compared the two corpora from lin-
guistic and speech recognition points of view. Both the per-
plexity figures as well as the results from the recognition
experiments demonstrated that the CNC corpus is more ap-
propriate for statistic language modeling than the 10 times
larger WEB1T set. It just proves the fact that the recently
very popular large-scale web harvesting has its limits. Yet,
these automatically gathered statistics can find an appropri-
ate usage, e.g. for complementing existing language models,
especially when properly weighted and mixed. This is one
of the topics we want to investigate in future.

We have also presented several techniques used to
clean and normalize n-gram corpora, which are necessary
for language model preparation. Without these operations,
the resulting models would be less efficient. This has been
proven also during the TUL language model building, which
outperformed the other models not only because of the large
source data but also due to very intensive pre-processing and
cleaning phases [5].
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