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Abstract. A novel method to provide high-resolution Two-
Dimensional Direction of Arrival (2D DOA) estimation 
employing Artificial Neural Networks (ANNs) is presented 
in this paper. The observed space is divided into azimuth 
and elevation sectors. Multilayer Perceptron (MLP) neural 
networks are employed to detect the presence of a source 
in a sector while Radial Basis Function (RBF) neural 
networks are utilized for DOA estimation. It is shown that 
a number of appropriately trained neural networks can be 
successfully used for the high-resolution DOA estimation 
of narrowband sources in both azimuth and elevation. The 
training time of each smaller network is significantly re-
duced as different training sets are used for networks in 
detection and estimation stage. By avoiding the spectral 
search, the proposed method is suitable for real-time ap-
plications as it provides DOA estimates in a matter of 
seconds. At the same time, it demonstrates the accuracy 
comparable to that of the super-resolution 2D MUSIC 
algorithm. 
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1. Introduction  
Direction of Arrival (DOA) estimation problem has 

been studied for many years. In mobile communications, 
once the direction of a user is estimated this information 
can be forwarded to adaptive beamforming algorithm that 
optimizes the radiation pattern of an antenna array. It then 
allocates the main beam toward the user of interest, and 
nulls toward users that are causing interference. Conse-
quently, as only selected direction is targeted, the interfer-
ence to adjacent cells is decreased. 

A vector of received signals at linear antenna array 
elements is used to form a spatial covariance matrix that is 
the fundamental part of many DOA algorithms. Subspace 
based estimation methods such as MUSIC (MUltiple SIg-

nal Classification) [1] and ESPRIT (Estimation of Signal 
Parameters via Rotational Invariance Techniques) [2] are 
well-known of their super-resolution capability. Perform-
ing spectral search, MUSIC is able to provide accurate 
DOA estimates at the expense of high computational com-
plexity. Avoiding the orthogonally search, ESPRIT dem-
onstrates significant advantage over MUSIC as its compu-
tational complexity grows linearly with the dimension of 
the antenna array while that of MUSIC grows exponen-
tially [3]. When both azimuth and elevation angular posi-
tions of a source signal have to be resolved, then rectan-
gular antenna arrays must be employed at the receiver. Due 
to increased dimensionality, a time-consuming process of 
spatial covariance matrix eigenvalue decomposition (EVD) 
hinders the real-time use of subspace based algorithms 
such as 2D MUSIC and 2D ESPRIT. 

Application of artificial neural networks (ANNs) in 
the area of DOA estimation is an alternative to the previ-
ously mentioned super-resolution algorithms. Performing 
only basic mathematical operations and calculating ele-
mentary functions, neural models are much faster than the 
computationally intensive DOA algorithms [4], [5]. This 
ability qualifies them as very suitable for determination of 
angular positions of source signals [6]-[11]. Employing 
ANNs, DOA estimation is considered as a mapping be-
tween spatial covariance matrix and DOAs. In this paper, 
two approaches have been used for efficient DOA estima-
tion. The first approach is based on single RBF (Radial 
Basis Function) neural networks, while the second 
approach combines both MLP (Multi-Layer Perceptron) 
and RBF neural networks, trained to detect a source and to 
provide its high-resolution 2D DOA estimates. 

In the second so-called sectorisation approach, detec-
tion of a source signal in a sector is performed using MLP 
networks and after that, DOA estimation is achieved with 
the appropriate RBF network. To reduce a training set 
necessary in the learning process of both network types 
MLP networks are trained with less data as they only per-
form classification of input vectors. More refined data are 
used to train RBF networks that provide DOA estimation. 
Given that networks in the detection and estimation stage 
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use different training sets in the learning process, they are 
trained more efficiently enabling a high-resolution identifi-
cation of a source signal in azimuth angles from -90° to 
90°, and elevation angles from -45° to 45°. In addition, the 
number of neurons in the input layer of each smaller net-
work is reduced as only the first row of spatial covariance 
matrix is used to provide DOA estimates. 

Compared to reference [6]-[8], where sectorisation 
model is applied for 1D DOA estimation, in this paper 2D 
case is considered. Using different training sets for two 
stages of the sectorisation model, lower number of training 
data is utilized and therefore, the training time of each 
smaller network is reduced. Besides, we here investigate 
a more complex problem, high–resolution 2D DOA estima-
tion. The achieved accuracy of 2D DOA estimates is much 
better than the results reported in references [9]-[11].  

The paper is organized as follows. In Section 2 data 
model for multiple antennas processing is given. In Sec-
tions 3 and 4 the structures of RBF and MLP neural net-
works and corresponding training procedures are described 
followed by the pre-processing of data for neural network 
training in Section 5. The use of single RBF network and 
sectorisation model for 2D DOA estimation is described in 
Section 6. Simulation results and comparison with 2D 
MUSIC algorithm are given in Section 7. The last section 
contains the concluding remarks. 

2. Data Model for Antenna Processing 
Let us consider a uniform rectangular array (URA) 

composed of M × N omnidirectional antenna elements 
(sensors), as shown in Fig. 1. Each antenna element is de-
noted by its coordinates (m, n), where m = 0, 1, 2, … M - 1 
and n = 0, 1, 2, ... N - 1. Elements of the URA are placed 
along the y- and z-directions with constant inter-element 
spacing of dy and dz, respectively. To avoid spatial aliasing, 
distance between adjacent elements in the URA is usually 
half a wavelength, dy = dz = d = λ/2.  

A spherical coordinate system is used to represent di-
rection of arrivals of incoming plane waves. For K narrow-
band signals, centered at frequency ω0 that impinge on the 
URA from directions )},(,...),,(),,{( 2211 KK   in azi-

muth and elevation, the signal received by the array ele-
ments can be written as 

 )()(),()( ttt nsAx     (1) 

where x(t), n(t), and s(t) are given by 
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Vector of antenna array outputs is denoted by x(t), n(t) 
stands for the noise vector since signals incident on the 
array elements are assumed to have some noise associated 
with them, and s(t) represents the vector of source signals. 

 
Fig. 1.  Uniform rectangular array (URA). 

The phase differences between signals collected by 
the array elements make it possible to calculate DOAs of 
incident signals.  

If the phase reference point is located at (m, n) = (0,0) 
then the phase of the k-th incident wave at the element with 
coordinates (m, n) can be determined as follows 
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Therefore, the steering vector of the k-th incident 
signal is given by 
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where k = 1, 2, ... K. A(φ,θ) in (1) is a steering matrix 
whose columns are steering vectors towards K different 
directions of arrival and it can be written as follows 

 ]...[),( )()1()()3()2()1( KKk aaaaaaA   . (5) 

In order to perform the DOA estimation, spatial co-
variance matrix R has to be determined [1]. The matrix R 
of the received noisy signals can be defined by 
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In (6), Rxx = E[(s(t)sH(t))] stands for the correlation 
matrix of the received signals, λi are eigenvalues of the 
matrix R, σ2

noise is the variance of the statistically inde-
pendent white noise signal, and H denotes the conjugate 
transpose. In practice, spatial covariance matrix R is un-
known and it has to be estimated from a number of avail-
able data samples as 
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where xi (k) is the k-th sample of the i-th sensor, xj (k) is the 
k-th sample of the j-th sensor and S is the total number of 
samples. 

According to (1) - (6), it can be observed that the 
URA performs the mapping )*(: NMKG CR   from the 
space of DOAs, T

KK )],(),...,,(),,[( 2211   to the 
space of the array outputs }.)](...)()([)({ 110100

Ttxtxtxt NM x  

3. Radial Basis Function (RBF) Neural 
Networks 
A neural network is a system composed of many sim-

ple processing elements operating in parallel. All process-
ing elements (neurons) make their decisions simultane-
ously by taking into the consideration changes of the neural 
network global state. The function of the network is deter-
mined by its structure, connection weights and the proc-
essing performed at computing elements.  

Neurons in a Radial Basis Function (RBF) neural 
network are organized into three layers, an input, an output 
as well as one hidden layer. Every neuron in each layer of 
the network is connected to every neuron in the adjacent 
forward layer, and no connections are permitted between 
the neurons belonging to the same layer. Each neuron is 
characterized by its transfer function and each connection 
between two neurons by a weight. Transfer functions of 
neurons of the input and output layers are usually linear 
whereas neurons of the hidden layer have radial basis 
transfer function that performs non-linear mapping.  

 
Fig. 2.  Block diagram representation of the RBF neural 

network. 

The main parameters of radial basis function are 
a centre vector and standard deviation (spread) [4], [5]. 
The mapping function depends on distance between the 
input vector and the centre vector. An RBF network with 
n-dimensional input nRx  and m-dimensional output 

mRy  can be represented by the weighted summation of 
a finite number of radial basis functions as follows 
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where  ixx   is the radial basis function of x, obtained 

by shifting  x  by ix , L is a set of arbitrary functions 
and ix  are centers of the radial basis functions (Fig. 2).  

The radial basis function  ixx   has its maximum 
at ixx   and monotonically decreases to zero as ixx   
approaches to infinity. The term radial basis derives from 
the fact that this function is radially symmetric, which 
means that each node produces an identical output for all 
inputs lying at the fixed radial distance from centre. In 
other words, the radial basis function  ixx   has the 
same value for all neural inputs that lie on a hypersphere 
with the centre .ix  In (8),   is usually assumed to be un-
normalized Gaussian function given by 
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where σ denotes the standard deviation of radial basis 
function. Gaussian function is highly nonlinear, and it is 
able to provide good characteristics for incremental 
learning.  

The network is trained by a set of input-output pairs 
of data. At the beginning of the training process the net-
work has no neurons in the hidden layer. Only one neuron 
is added in iteration with the center equal to the input vec-
tor that causes the maximum error. After that, weights 
between neurons are recalculated. This process continues 
until the previously defined criteria for the MSE (Mean 
Squared Error) is met or the maximum number of neurons 
in the hidden layer is reached. The spread (standard devia-
tion) of the radial basis function is equal for all hidden 
neurons. As the best value of this parameter cannot be 
a priori known, it is usually experimentally determined 
through the training of a number of neural networks and 
comparing their performance. The size of the RBF network 
(number of neurons in the hidden layer) is known at fully 
trained network. Once trained, the network is able to give 
accurate responses to those inputs that have not been pre-
sented to the network in the training process. The test set is 
taken from the same distribution as the inputs used in the 
training set. Accuracy of the trained RBF neural network 
can be expressed using statistical parameters such as worst 
case error (WCE (%)), average case error (ACE (%)) and 
Pearson Product-Moment correlation coefficient. Correla-
tion coefficient r between reference values and network 
responses can be defined by 
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where pi represents the reference value, qi is the ANN 
computed value, p is the reference sample mean, and q is 
the ANN sample mean. The correlation coefficient is an 
indicator of how well the modeled values match the actual 
ones. If the correlation coefficient is close to one then the 
neural network has an excellent predictive ability whereas 
r close to zero indicates poor performance of the network. 
Finally, the network demonstrating the best test statistics is 
chosen for simulations and further analysis. 
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4. Multilayer Perceptron (MLP) 
Neural Networks 
MLP neural networks are usually consisted of an in-

put layer, an output layer as well as several hidden layers 
(Fig. 3). With one or two hidden layers, they can approxi-
mate virtually any input-output mapping. Due to this abil-
ity MLP neural networks are suitable for modeling of high-
dimensional and highly non-linear problems [12], [13].  

In this work, MLP neural networks (MLP-NNs) with 
two hidden layers are utilized in the detection stage of the 
proposed sectorisation model. MLP-NNs make powerful 
classifiers that may provide superior performance 
compared with other classifiers. However, difficulties with 
MLP-NNs include long training times and local minima. In 
the particular case, training convergence speed of this 
network type is slower but more accurate than is the case 
with RBF-NNs. That is the main reason of application of 
MLP-NNs in the detection stage. To design a learning 
system it is customary to divide example samples into two 
sets, a training set to design a classifier and a test set, 
which is subsequently used to predict the performance 
when previously unseen examples are applied. The most 
known training procedure is the backpropagation algorithm 
and its modifications such as quasy-Newton or Levenberg-
Marquardt algorithms [4]. Following this procedure, the 
output of the l-th layer of the network can be written as 

 )( 1 llLl BYWFY      (11) 

where lY  and 1lY  are outputs of the l-th and (l-1)-th layer, 
respectively, lW  is a weight matrix between the (l-1)-th 
and l-th layer and lB  is a bias matrix between the (l-1)-th 
and l-th layer. Function F is the activation function of each 
neuron and it is linear for input and output layer and sig-
moid (tan-sigmoid in the particular case) for hidden layers 

 )1/()1()( uu eeuF   .  (12) 

After the output vectors are determined, they are com-
pared to the target values and errors are computed. Error 
derivatives are then calculated and summed up for each 
weight and bias until whole training set has been presented 
to the network.  

 

 
Fig. 3.  Multilayer Perceptron (MLP) neural network. 

The error derivatives are used to update the weights 
and biases for neurons in the model. The training process 

continues until errors are lower than the prescribed values 
or until the maximum number of epochs is reached [4]. 
Once trained, the network provides a fast response for 
different input vectors, even for those not included in the 
training set. Accuracy of the trained MLP neural network 
can be also expressed in terms of WCE, ACE or correlation 
coefficient between reference values and network re-
sponses [4], [5]. 

5. Pre-processing of Data 

The architecture of a system using one RBF neural 
network for 2D DOA estimation is shown in Fig. 4. 
Application of artificial neural networks in the area of 
DOA estimation is based on the inverse mapping to the one 
that antenna array performs. That is the mapping 

KNMG RC )*(: from the space of antenna array outputs 
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network is a spatial covariance matrix R of the antenna 
array outputs, and DOAs of incident signals are ANN 
responses. Number of neurons in the input layer of the 
network depends on the dimensionality of R matrix. As R 
is a (M*N) × (M*N) square matrix and keeping in mind 
that ANNs cannot operate with complex numbers, there 
should be 2(M*N)² neurons in the input layer of the net-
work. Since covariance matrix depends both on azimuth 
and elevation angles, separate training sets cannot be used 
as network input to train only azimuth, or only elevation. 
Consequently, dimensionality of input layer significantly 
increases when large antenna arrays are employed at the 
receiver.  

In this paper, a dimension-degraded training set is 
used to develop both MLP and RBF neural network 
models. For that purpose, only the first row of covariance 
matrix is used to represent signals at the array output [7]. 
All inputs are organized into a 2(M*N) - 1 element vector b 
that is, before it is applied to the input layer of the neural 
network, normalized with its norm, z = b/||b||. Therefore, 
the dimensionality of input vectors is significantly reduced 
allowing efficient training of neural network models.  

6. DOA Estimation using Neural 
Networks 

6.1 Single RBF Neural Network 

Instead of 2D MUSIC algorithm single RBF neural 
network can be used to estimate DOAs of source signals. 
Unlike 2D MUSIC, the neural network does not perform 
eigen-decomposition of spatial covariance matrix. It re-
quires only a minor pre-processing before the elements of 
covariance matrix are applied as input to the network. 
After the post-processing of the neural network response 
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(that usually assumes only denormalization process) DOAs 
of source signals are provided (Fig. 4). 

 
Fig. 4.  DOA estimation employing a neural network. 

6.2 Sectorisation Model 

To provide high-resolution 2D DOA estimates, 
a sectorisation model is proposed. A concept of the sectori-
sation model for high-resolution 2D DOA estimation is 
shown in Fig. 5, where SE and SA represent the number of 
plane sectors in elevation and azimuth, respectively.  

 
Fig. 5. Detection and estimation stages of the sectorisation 

model. 

The main idea is to quickly detect the presence of 
a source in a sector and after that, to provide high-resolu-
tion 2D DOA estimate in such identified narrow space 
(space sector). Therefore, two stages in the sectorisation 
model are performed: detection stage for detection of the 
source in elevation and azimuth, respectively, and one 
estimation stage for 2D DOA estimation. The MLP neural 

networks in the detection stage act as classifiers. Output of 
a MLP network is 0 when the tracked source is outside the 
observed sector associated with this network, and 1 for the 
source inside the sector. One MLP network for elevation 
and one MLP network for azimuth, both with output 1, are 
used in the estimation stage to activate RBF network corre-
sponding to the detected space sector. As a result, DOA of 
high resolution is obtained. 

7. Modeling Results 
To illustrate performance of the proposed approaches 

computer simulations of the signal processing performed 
by neural models and 2D MUSIC algorithm have been 
done. Simulations were run in MATLAB software. The 
following parameters in simulations are assumed: uniform 
rectangular array (URA) composed of 16 identical omnidi-
rectional elements, half a wavelength inter-element spac-
ing, d = λ/2, 1024 snapshots of BPSK (Binary Phase Shift 
Keying) modulated signal, and Signal to Noise (SNR) ratio 
of 20 dB. 

7.1 Single RBF Neural Network Model 

In this section, a RBF neural network is trained to 
track a source in azimuth and elevation. To collect input-
output training vectors, it is supposed that the source is 
moving in steps of 2 in azimuth [-90-90] and elevation 
[-45-45]. In a similar way, the test set is formed for the 
angular positions separated by 3.3. A number of RBF 
neural networks are trained and the network demonstrating 
the best performance (with 219 neurons in the hidden 
layer), is chosen for simulations (Tab. 1). A number of 
DOAs and the quality of the associated estimates are 
shown in Fig. 6. The black circles represent the reference 
DOAs, whereas the white circles represent the appropriate 
RBF neural network responses. It can be concluded that the 
results provided by RBF ANN modeling are in good 
agreement with the reference angular positions. The simu-
lation run for DOA estimation using single RBF neural 
network is done in a matter of seconds (Intel(R) Core(TM) 
2 Quad CPU computer with 8 GB RAM). 

 

RBF neural model WCE [%] ACE [%] r 

RBF1_1 (spread 1.90) 4.0401 0.3340 0.9999 

RBF1_2 (spread 1.80) 4.2029 0.3322 0.9998 

RBF1_3 (spread 1.65) 4.1812 0.3342 0.9998 

RBF1_4 (spread 1.75) 4.4449 0.3378 0.9998 

RBF1_5 (spread 1.35) 4.5677 0.3609 0.9998 

Tab. 1.  Single RBF neural network test statistics. 

If the higher accuracy of 2D DOA estimates is re-
quired then a very large training set must be used to train 
the single neural network. The whole process can appear as 
very time-consuming, with an uncertain outcome.  

θ 

z = b / ||b|| 
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Fig. 6.  RBF network results for test samples compared to ref-

erent DOAs (○ – RBF network response, ● – referent 
DOA). 

7.2 Sectorisation Model 

In order to generate the sectorisation model, the ob-
served space is divided into three sectors in elevation 
(SE=3), each 30º wide ([-45º,-15º], [-15º, 15º], [15º, 45º], 
and then five sectors in azimuth (SA=5) ([-90º,-60º],  
[-60º,-20º], [-20º, 20º], [40º, 60º], [60º, 90º]). The proce-
dure to train MLP and RBF networks used in the detection 
and estimation stages is described as follows. First, data 
taken with a fine step close to the borders of the sector and 
a coarser step towards its centre are used to train the MLP 
networks in the detection stage. After that, for the user 
belonging to the sector, more refined data are used to train 
the RBF network in the estimation stage giving as a result 
a high-resolution DOA estimate. Following the described 
procedure, several smaller data sets are formed allowing 
an efficient training of both MLP and RBF networks 
instead of one large data set when single RBF network is 
employed.  

A number of MLP networks in the detection stage, 
aimed to disclose the source in the elevation and azimuth 
sectors, are developed. As the size of hidden layers in 
a network cannot be a priori known, the optimum number 
of neurons is usually found through an investigation. 
Namely, an iterative process is applied in order to dynami-
cally adjust the network configuration. This procedure 
starts with a minimum network, then adds hidden neurons 
and recalculates weights and biases during training. As the 
iterative process converges to the solution, the network 
with good test statistics is obtained.  

If the number of hidden neurons is further increased 
(after an optimum configuration is found), the network will 
give excellent results for training samples but its generali-
zation capabilities - results for test samples, will be deterio-
rated. 

Finally, models that best approximate the presence of 
the source are chosen for simulations. In Tab. 2, test char-

acteristics of the models for the elevation sector [-15º, 15º] 
are presented as an illustration. MLP network having 22 
neurons in both hidden layers is applied for test samples 
that have not been used in the training process. The corre-
sponding response of the network is shown in Fig. 7. In 
Tab. 3, performances of the best MLP networks trained for 
the detection in azimuth sector [-20°, 20°] are shown. 
MLP_2-22-22 network is simulated for test points and its 
response is depicted in Fig. 8. The training time of the 
network in the elevation sector is 17 s, and 10 s for the 
network in the azimuth sector peak (Intel(R) Core(TM)2 
Quad CPU computer with 8 GB RAM). 
 

MLP neural model WCE [%] ACE [%] r 

MLP_E-22-22 2.3362 0.1370 1.0000 

MLP_E-12-11 2.3628 0.0634 1.0000 

MLP_E-14-11 2.8050 0.0658 1.0000 

MLP_E-16-16 2.9050 0.3598 1.0000 

MLP_E-30-16 3.1683 0.1777 1.0000 

Tab. 2.  MLP neural network test statistics for the elevation (E) 
sector [-15º, 15º].  

 

MLP neural model WCE [%] ACE [%] r 

MLP_A-22-22 1.7102 0.1359 1.0000 

MLP_A-20-20 2.5157 0.0365 1.0000 

MLP_A-14-11 3.1012 0.0657 1.0000 

MLP_A-16-12 3.5327 0.0490 1.0000 

MLP_A-18-18 3.8951 0.2885 0.9999 

Tab. 3.  MLP neural network test statistics for the azimuth (A) 
sector [-20°, 20°]. 

 

RBF neural model WCE [%] ACE [%] r 

RBF_1 (spread 1.95) 2.7997 0.3341 0.9999 

RBF_2 (spread 1.15) 2.9638 0.3498 0.9999 

RBF_3 (spread 2.00) 3.0541 0.3600 0.9998 

RBF_4 (spread 1.45) 4.8670 0.3617 0.9998 

RBF_5 (spread 1.70) 2.6690 0.3752 0.9998 

Tab. 4. RBF neural network test statistics – sectorisation 
model. 

The training data for the RBF network are taken in 
steps of 0.5° in azimuth and elevation in order to increase 
the accuracy of DOA estimates. Therefore, the training set 
for one RBF network in the sectorisation model contains 
4941 samples. As an illustration, if single RBF network is 
employed for DOA estimation then the obtained training 
set has much larger size (65 341 samples).  

RBF network demonstrating the best test statistics 
(WCE = 2.7997 %, ACE = 0.3341 %, r = 0.9999), is used 
in the simulation process (Tab. 4). The hidden layer of the 
chosen network is composed of 81 neurons. The training 
time of an RBF network in the estimation stage is about 
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60 s. As shown in Fig. 9, angular positions of the source 
estimated by the RBF neural network are in good agree-
ment with the actual ones that proves the performance of 
the proposed method.  

 
Fig. 7.  MLP neural network response in the elevation sector 

detection stage for test samples. 

 
Fig. 8.  MLP neural network response in the azimuth sector 

detection stage for test samples. 
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Fig. 9. Results of the sectorisation model results for test 

points (○ –   sectorisation model response, ● – referent 
DOA). 

In addition, in Fig. 10 and 11 there are results of the 
sectorisation model and 0.5º-resolution 2D MUSIC algo-
rithm plotted for randomly selected azimuth and elevation 
angles. It can be concluded that the proposed sectorisation 
model has performance comparable to that of 2D MUSIC. 
However, the proposed model provides DOA estimates in 
a matter of seconds while 2D MUSIC needs much more 
time (approximately 20 s) to search the for the spectrum 
peak (Intel(R) Core(TM)2 Quad CPU computer with 8 GB 
RAM). 
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Fig. 10.  Correlation diagram of the sectorisation model and 2D 

MUSIC DOAs for azimuth angles. 
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Fig. 11.  Correlation diagram of the sectorisation model and 2D 

MUSIC DOAs for elevation angles. 

8. Conclusion 
In this paper, efficient neural network-based models 

for high-resolution 2D DOA estimation are proposed. 
A key advantage of the presented models over the super-
resolution 2D MUSIC algorithm is their ability to provide 
accurate 2D DOA estimates almost instantaneously as they 
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avoid complex matrix calculations. Therefore, both models 
(single RBF and sectorisation model) are more suitable for 
real-time implementation in comparison to 2D MUSIC. It 
is demonstrated that sectorisation model provides smaller 
DOA estimation error and therefore, better resolution than 
the single RBF model. At the same time, sectorisation 
model significantly reduces the training time of neural 
models. 
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