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Abstract. In this research, a comparison of the relevance 
vector machine (RVM), least square support vector 
machine (LSSVM) and the radial basis function neural net-
work (RBFNN) for evaporation duct estimation are pre-
sented. The parabolic equation model is adopted as the 
forward propagation model, and which is used to establish 
the training database between the radar sea clutter power 
and the evaporation duct height. The comparison of the 
RVM, LSSVM and RBFNN for evaporation duct estimation 
is investigated via the experimental and the simulation 
study, and the statistical analysis method is employed to 
analyze the performance of the three machine learning 
algorithms in the simulation study. The analysis demon-
strate that the M profile of RBFNN estimation has a rela-
tively good match to the measured profile for the experi-
mental study; for the simulation study, the LSSVM is the 
most precise one among the three machine learning algo-
rithms, besides, the performance of RVM is basically 
identical to the RBFNN. 
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1. Introduction 
Evaporation duct in a sea environment is nearly ever-

lasting phenomenon in low-altitude troposphere, and 
caused by the abrupt changes in the vertical atmospheric 
temperature and humidity profiles above the sea surface 
[1]. It may result in an abnormal atmospheric structure 
compared with the standard atmosphere, and the modified 
refractivity profile (M profile) rapidly decreases with the 
increasing of altitude. Under the atmosphere duct environ-
ment, the non-standard electromagnetic propagation can be 
observed, and the fundamental parameters and perform-
ance of radar system can be greatly affected, such as the 
maximum operation range, creation of radar holes, and 
strengthened radar sea clutter, etc [2]. Therefore, it is of 
significance to detect the evaporation duct under the sea 
environment. The evaporation duct is usually described by 
modified refractivity profile, and it can be directly meas-

ured by the traditional ways, such as radiosondes, rocket-
sondes, microwave refractometers, lidar, etc [2]. However, 
these methods have the shortcomings of high cost and 
difficult in practice. In recent years, refractivity from clut-
ter (RFC) [1-11] technique has been an active research area 
to estimate the refractivity profile in sea environment 
instead of using the traditional ways. Estimation of atmo-
sphere duct using RFC technique is an inverse problem, 
and the relationship between the forward propagation 
model and atmosphere parameters is a complex nonlinear 
model. Recent years, many researchers dedicated to esti-
mate the atmosphere duct with different optimization 
methods and analyze the performance of the optimization 
algorithm. Among them, [4] gives the detailed steps 
involved in RFC. [11] presents an overview of research 
progress in the field of RFC. Owing to the evaporation 
duct occur with extremely high probability, there is great 
interest in studies of estimating the evaporation duct [3], 
[12], [13] with the novel and promising RFC technique. 
The machine learning algorithm is a type of optimization 
algorithm, which is based on the training database. Com-
pared with the global intelligent algorithm, such as genetic 
algorithm, particle swarm algorithm, etc, the machine 
learning algorithm has the advantage of real time [8]. 

In this study, a comparison of the relevance vector 
machine (RVM), least square support vector machine 
(LSSVM) and the radial basis function neural network 
(RBFNN) for evaporation duct estimation are presented. 
For the comparison, the experimental data and simulation 
data are used to evaluate the performance of the machine 
learning algorithm. In addition, the statistical analyses for 
the simulation study are also provided with different ma-
chine learning algorithms. 

2. Refractivity and Radar Sea Clutter 
Model 
The atmosphere duct is characterized by the modified 

refractivity profile. In this paper, the following log-linear 
evaporation duct profile model is considered [14] 
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where z is the height above the mean height of sea surface, 
d is the evaporation duct height, z0 is roughness factor 
whose typical value is 0.00015, and the constant M0 is 
usually taken as 330.0M units. It is clearly seen that the 
evaporation duct height is the only parameter in (1). 

To study the inversion problem, the electromagnetic 
signal propagation problem under the evaporation duct 
must be taken into account. In this work, the most widely 
used parabolic equation model [15-19] is adopted due to its 
accuracy and stability. 

According to the fundamental theory of radar, con-
sidering the influence of atmosphere condition, the radar 
equation can be expressed by [4] 
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where Pt is the transmitted power, Gt is the gain of trans-
mitting antenna,   is the wavelength, r  is the distance 
between radar and illumination area, F  is the propagation 
factor, and   is the sea surface radar cross section, which 
can be expressed in term of normalized sea surface radar 
cross section 0. 

Finally, the received radar sea clutter power can be 
obtained by representing in dB 

 dB 2 10lg( )cP L r C    
，    (3) 

where L  is the propagation loss obtained from the para-
bolic equation mentioned above, C  accounts for the con-
stant terms in (2). In general, the normalized sea surface 
radar cross section 0 is of difficulty to calculate with ana-
lytical or numerical methods at low grazing angle, so it can 
be acquired by the GIT model [20]. 

3. Introduction of the Estimation 
Algorithm 
In this section, the RVM and RBFNN regression 

model [21-23] are briefly introduced in the following. For 
the LSSVM regression model, one can refer to [8].  

3.1 RVM Algorithm 

Given a training data set with N input vectors   1

N
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and their corresponding scalar-valued output   1
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Considering the output kt  is sampled from the model with 

additive noise k, we have 

 = ( ; )+k k kt y x ω    (4) 

where k is assumed to be independent zero-mean Gaussian 
distribution with variance 2. Hence, the output is a Gaus-
sian distribution over tk with mean y(xk) and variance 2, it 
can be obtained by 

 2( ) ( ( ), )k k k kp t N t y x x   (5) 

where y(xk, ) is the output prediction of the true value tk 
and  = [0, 1,…, N] is the weight vector for the RVM 
regression model. 

The regression model of RVM can be given by 
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where K(x, xk) is a Kernel function and 
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3.2 RBFNN Algorithm 

Given a training set X = [X1, X2,…,Xk,…,XN]T, where 
Xk = [xk1, xk2,…,xkm,…,xkM] denote any one of the training 
sample, and it’s corresponding actual output 
Yk = [yk1, yk2,…,ykj,…,ykJ]

T. 

When the input sample is Xk, the actual output of the 
thj output neuron can be expressed by 
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In this paper, the Gaussian Kernel Function is 
adopted as the basis function 
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where norm   denotes the Euclidean distance, and   is 

the width of Kernel function.  

4. Estimation Results and Discussions 
In the following, a comparison of the RVM, LSSVM 

and RBFNN for evaporation duct estimation are investi-
gated via the experimental and the simulation study. 

In order to train the machine learning algorithm, the 
training database is constructed by the parabolic equation 
model. As we all know, the evaporation duct height com-
monly range from 0 m to 40 m. Without loss of generality, 
the Latin hypercube sampling [8] is used to randomly ex-
tract 14 evaporation duct height samples from the interval 
range. Hence, the corresponding 14 discrete radar sea clut-
ter power from 10 km to 50 km with an interval of 200 m 
can be obtained by parabolic equation at a receiving alti-
tude of 0.3 m [20]. And those discrete radar sea clutter 
power and evaporation duct heights are treated as the input 
vector and output vector in the machine learning algorithm, 
respectively. 

For the purpose of comparison of the RVM, LSSVM 
and RBFNN, those three machine learning algorithms are 
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firstly compared by a set of experimental data measured in 
East China Sea [24]. During the experiment, the radar 
system works at a frequency of 10 GHz, antenna height of 
10 m, beam width of 0.7°, and the polarization mode is 
horizontal polarization.  

The dependence of measured radar sea clutter power 
on the propagation distance is given in Fig. 1. Here, taking 
the radar sea clutter power described in Fig. 1 as the input 
vector to estimate the evaporation duct with the RVM, 
LSSVM and RBFNN algorithm, and their corresponding 
modified refractivity profile can be obtained by (1). 
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Fig.1.  The dependence of measured radar sea clutter power 

on the propagation distance. 

The comparison of the machine learning algorithm 
estimation results with the measured profile are shown in 
Fig. 2, it is observed that the M profile of RBFNN estima-
tion has a relatively good match to the measured one as 
a whole. 
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Fig. 2.  The comparison of the estimation results of three 

machine learning algorithms with the measured profile. 

Then, simulation studies are also implemented with 
synthesized radar sea clutter power. In order to take the 
influence of range dependence sea clutter radar cross 
section into consideration. The synthesized radar sea clutter 
power can be expressed as [5] 

 s c N P P    (9) 

where Ps is synthesized radar sea clutter power, 
N = [n1, n2, n3…] is the noise. And the noise can be pro-
duced by 

 1 0n   ,   (10) 

 1i i in n     (11) 

with i is an independent draw from a zero-mean Gaussian 
distribution with variance 2

, and the standard deviation  
is used to denote the noise level. 

To train the RVM, LSSVM and RBFNN algorithm in 
the simulation study, the 14 sets of synthesized radar sea 
clutter power are generated with the sampling evaporation 
duct height parameters, at a frequency of 7 GHz, power of 
91.4 dBm, antenna gain of 52.8 dB, antenna height of 
10 m, beam width of 0.7°, 600 m range bins, and the pola-
rization mode is horizontal polarization. Here, we take the 
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Fig. 3.  The histograms of different optimization algorithms 
with different noise level (a) 1%  (b) 3% (c) 5% . 
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synthesized radar sea clutter power of evaporation duct 
height of 13.5 m as an example to analyze the RVM, 
LSSVM and RBFNN algorithm in detail. Considering the 
influence of random noise, 500 runs are simulated to evalu-
ate the performance of the three machine learning 
algorithms. In addition, the effects of noise level on the 
estimation results are also investigated. The histograms of 
estimation evaporation duct height with different machine 
learning algorithms and noise level are illustrated in Fig. 3, 
and the blue vertical lines indicate the actual evaporation 
duct height of synthesized radar sea clutter power. It can be 
seen that the results of LSSVM is more accurate than RVM 
and RBFNN for different noise level and the statistical 
results of RVM is similar to a Gaussian distribution. Also, 
the statistical results of RBFNN method on the right side of 
the vertical lines deviate greatly from the actual value. 

To quantitatively analyze the performance of different 
machine learning algorithms, the following evaluation 
indexes are introduced [25] 
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where N is number of simulations, a
id and e

id are the actual 

and estimated evaporation duct height, respectively. 

 

RVM LSSVM RBFNN Noise 

level MSE MAD MRE MSE MAD MRE MSE MAD MRE 

1% 0.457 0.537 3.98% 0.105 0.248 1.83% 0.438 0.489 3.63% 

3% 1.453 0.974 7.21% 0.319 0.427 3.16% 1.384 0.797 5.90% 

5% 2.354 1.190 8.81% 0.467 0.508 3.76% 2.739 1.131 8.38% 

Tab. 1. Comparison of the statistical analysis results of the RVM, LSSVM and BRFNN. 

 

In order to further compare the performance of RVM, 
LSSVM and BRFNN, the statistical analysis results are 
provided in terms of MSE, MAD and MRE defined by 
(12)- (14), are shown in Tab. 1. From Tab. 1, we can 
clearly see that the MSE, MAD and MRE of LSSVM are 
smaller than the others, that is to say, the evaporation duct 
height estimation of LSSVM is the most precise one, which 
is consistent with the conclusion obtained from Fig. 3. 
Furthermore, the statistical results show that the perform-
ance of RVM is basically identical to the RBFNN in the 
simulation study from the view of the above evaluation 
index. 

5. Conclusion 
In summary, a comparison of the RVM, LSSVM and 

RBFNN for evaporation duct estimation in sea environ-
ment are presented in this paper. Firstly, the parabolic 
equation model is utilized to construct the training database 
between the radar sea clutter power and the evaporation 
duct height. Then, the comparison of the RVM, LSSVM 
and RBFNN estimation results obtained by the experimen-
tal data with the measured profile gathered in East China 
Sea are provided. In addition, simulation studies are also 
implemented with synthesized radar sea clutter power gen-
erated by the parabolic equation model. The analysis 

demonstrate that the M profile of RBFNN estimation has 
a relatively good match to the measured profile for the 
experimental study; for the simulation study, the LSSVM 
is the most precise one among the three machine learning 
algorithms, besides, the performance of RVM is basically 
identical to the RBFNN. It should be noted that the model 
parameter of the machine learning algorithm is determined 
by experience in this paper, the good way of the selection 
of model parameter will be investigated in the future work. 
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