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Abstract. In this paper, we present a memristor model with
piecewise window function, which is continuously differen-
tiable and consists of three nonlinear pieces. By introduc-
ing two parameters, the shape of this window function can
be flexibly adjusted to model different types of memristors.
Using this model, one can easily obtain an expression of
memristance depending on charge, from which the numer-
ical value of memristance can be readily calculated for any
given charge, and eliminate the error occurring in the simu-
lation of some existing window function models.
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1. Introduction
Memristor is a fundamental two-terminal passive cir-

cuit element, which was firstly postulated in 1971 [1]. This
circuit element is characterized by a nonlinear relationship
between charge q and flux ϕ through it. Its resistance M,
called memristance, is defined by

M =
dϕ

dq
. (1)

It can be seen that memristance M depends on charge q,
which is defined as the time integral of the memristor cur-
rent. Thus, the memristor can be regarded as a nonlinear
resistor with memory. Later, the concept of memristor was
extended to memristive systems and other circuit elements
with memory [2], [3].

A research from Hewlett-Packard labs indicates that the
characteristics of a nanoscale thin-film device can be suc-
cessfully interpreted by the memristor theory [4]. Since then,
this promising circuit element has been widely investigated
in various areas, ranging from nonlinear oscillators [5], [6]
to logic applications [7]. Particular attention is also devoted
to modeling the memristor, which is of great significance for
designing memristor circuits and analyzing their nonlinear
dynamics.

In [4], the nanoscale device is a semiconductor thin-
film sandwiched between two metal contacts. More specifi-

cally, the film consists of two regions with low and high con-
centrations of dopants, respectively. Giving the full length D
of the film, total resistance R of this device is

R = RON
w(t)

D
+ROFF

(
1− w(t)

D

)
(2)

where w(t) denotes the length of the high dopant concentra-
tion region, and RON and ROFF are resistances of the film
when the dopant concentration of the entire film is on high
and low levels, respectively.

Under the assumption of linear dopant drift in a uni-
form field with average ion mobility µV , in [4] the HP phys-
ical model is characterized by

v(t) =
(

RON
w(t)

D
+ROFF

(
1− w(t)

D

))
i(t), (3a)

dw(t)
dt

= µV
RON

D
i(t) (3b)

where v(t) denotes the external voltage applied to the de-
vice, and i(t) denotes the excited current through the device.
Although (3) can yield a linear equation between memristor
M and charge q, this model doesn’t take into consideration
boundary nonlinear dopant drift.

To overcome this drawback, a window function
w(D−w)/D2 is multiplied to the right side of (3b) [4]. Let
state variable x = w(t)/D. The HP physical model with win-
dow function can be described as

v(t) = (RONx+ROFF(1− x))i(t), (4a)
dx
dt

= αi(t) f (x) (4b)

where window function f (x) = x(1− x) and constant coeffi-
cient α = µV RON/D2. Generally, a class of memristor mod-
els can be obtained by using different window functions.

According to [4], [8], a sensible window function
model should be able to depict linear dopant drift when
w(t) ∈ (0,D), and boundary nonlinear dopant drift when
w(t)→ 0+ or w(t)→ D−. However, the model (4) cannot
eliminate nonlinear effects when w(t) is around D/2. Addi-
tionally, it lacks the flexibility in adjusting the shape of the
window function f (x) to model different types of memris-
tors. To address these problems, Y. Joglekar and S. Wolf
propose another window function fp(x) = 1− (2x− 1)2p in
[9], where p ∈ Z+. This window function can satisfy the
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previous demands well in the case of p� 1. Besides, dif-
ferent realizations of window function also have been dis-
cussed in literature, such as 1− (x− sgn(−i))2p in [10] and
1− ((x− 0.5)2 + 0.75)q in [11], where sgn(·) is sign func-
tion, p ∈ Z+, and q ∈ R+.

Replacing f (x) with these window functions in (4b),
the explicit functional relation between memristance M and
charge q cannot be derived from these models (from a flux-
controlled memristor model with window function fp(x),
only a quite complicated relationship between memristance
M and flux ϕ can be obtained in the case of p > 1 [12]).
Thus, in the simulation of these window function models, the
numerical methods for solving differential equations have to
be applied. There exists the non-negligible simulation error
in some cases. This limits the application of these memristor
models to design and analyze memristor circuits.

Except window function model, there are many other
memristor models [13], [14], [15], which introduce the non-
linear dependence of the state variable derivation and the
memristance on the current. These models also suffer from
the same problem.

In this paper, a memristor model with piecewise win-
dow function is presented to solve this problem. The pro-
posed window function is continuously differentiable and
consists of three nonlinear pieces. The single-value func-
tion between memristance M and charge q can be obtained
from this model, and the numerical value of M(q) can be
easily computed for any given q at a considerable precision
level. Thus, the simulation error can be eliminated. In ad-
dition, the model shows more flexibility than other window
function models.

2. Memristor Model with Piecewise
Window Function
The piecewise window function proposed in this paper

is

fPW (x) =
{

(1+( x−0.5
a )2b)−1, for x0 ≤ x≤ 1− x0

kx(1− x), otherwise
(5)

where a ∈ (0,0.5), b ∈ Z+, and x0, k ∈ R+. In order to en-
sure the continuous differentiability of this window function
for given a and b, x0 and k should satisfy

kx0(1− x0)−
1

1+ zb
0
= 0, (6a)

(1+b)zb
0−

b
4a2 zb−1

0 +1 = 0, (6b)

z0 =

(
x0−0.5

a

)2

, (6c)

x0 <
1
2
. (6d)

There exists the solution of (6) if the given a and b sat-
isfy that

b(1−4a2)

4a2 > 2. (7)

This can be shown as follows. Let h(z) = (1 + b)zb −
b

4a2 zb−1 + 1. For any a and b satisfying (7), it can be seen
that h(0) > 0 and h(1) < 0. Hence, there exists a solution
z0 of (6b) such that 0 < z0 < 1, in view of the continuity of
h(z). Then x0 = 0.5−√z0a and k = 1/(x0(1− x0)(1+ zb

0))
are a pair of solution for (6). In general, we prefer to the
smallest possible x0 to enhance the shape controllability of
this window function. Thus, the window function fPW (x)
is determined by the two parameters a and b. It should be
remarked that the condition (7) can be easily satisfied by
choosing sufficiently large b for any given a ∈ (0,0.5).

With proper parameters a and b, i.e. a → 0.5− and
b � 1, the window function fPW (x) is close to 1 when
0 < x < 1, which can model the linear dopant drift of mem-
ristor. It can also be seen that fPW (0) = 0 and fPW (1) = 0
from (5), which can model the boundary nonlinear dopant
drift of memristor. A family of window functions fPW (x)
are illustrated in Fig. 1.
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Fig. 1. A family of piecewise window functions fPW (x).
(a) Given b = 10, when a = 0.35, 0.4, 0.45, the corre-
sponding values of x0 are 0.0233, 0.0239, 0.0335 and
those of k are 0.0909, 1.2771, 10.1102. (b) Given a =
0.4, when b = 4, 8, 12, the corresponding values of x0
are 0.0806, 0.0306, 0.0198 and those of k are 5.4842,
2.4194, 0.6338. Actually, x0 and 1− x0 are smooth con-
nection points of two fragments of (5).

Using this window function, the memristor model can
be described by

v(t) = (RONx+ROFF(1− x))i(t), (8a)
dx
dt

= αi(t) fPW (x). (8b)
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Let x(0) = x(t) |t=0 and q(0) = q(t) |t=0. Without loss of
generality, assume that x(0) < x0 and q(0) = 0, in view of
the fact that q(t) can be simply replaced by q′(t) = q(t)+ c
in other cases where c is a constant. Integrating (8b), it fol-
lows that

x(t) = 1/(1+ exp(−αkq(t)− c1)) (9)

for q(t) < q1, where c1 = lnx(0)− ln(1− x(0)) and q1 =
(lnx0− ln(1−x0)−c1)/αk. Letting auxiliary variable y(t)=
(x(t)−0.5)/a and g(y) = y+ 1

2b+1 y2b+1 (see Fig. 2), the dif-
ferential equation (8b) yields the following equation

g(y) = α
′q(t)− c2 (10)

for q1 ≤ q(t) ≤ q2, where α′ = α/a, c2 = α′q1 − g((x0 −
0.5)/a) and q2 = (g((0.5− x0)/a) + c2)/α′. Let g−1 de-
note the inverse function of the one-to-one mapping g(y).
It’s worth noting that the numerical value of g−1(u) for any
u ∈ R can be readily calculated by Newton Iterative Method
in several iterations at a considerable precision level. In par-
ticular, the initial value of Newton Iterative Method can be
always taken as y = 0. And this algorithm converges for any
given u in this problem. Then from (10), the variable y has
the form of

y = g−1(α′q− c2). (11)

It follows that for q1 ≤ q(t)≤ q2,

x(t) = ag−1(α′q(t)− c2)+0.5. (12)

Similarly, from (8b) it can be obtained that

x(t) = 1/(1+ exp(−αkq(t)− c3)) (13)

for q > q2, where c3 = ln(1− x0)− lnx0−αkq2.

Therefore, combining (9), (12) and (13), the solution of
(8b) is

x(t)=


(1+ exp(−αkq(t)− c1))

−1, for q(t)< q1,
ag−1(α′q(t)− c2)+0.5, for q1 ≤ q(t)≤ q2,
(1+ exp(−αkq(t)− c3))

−1, for q(t)> q2.
(14)

Using (1), (8a) and (14), the memristance M(q) is found to
be

M(q) = ROFF − (ROFF −RON)x(t). (15)

So far, the solution of (8) has been obtained.

3. Simulation and Analysis
In this section, we do some experiments on the piece-

wise window function model with different driving sources
to test its performances, and indicate main advantages of this
model.

When driven by a sinusoidal voltage source, the
“pinched hysteresis loop” in the v− i plane can be observed,
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Fig. 2. Illustration of the function g(y) = y+ 1
2b+1 y2b+1, b = 10.
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Fig. 3. Illustrations of the state variable x(q) and the memris-
tance M(q). a = 0.4, b = 10, x(0) = 0.01, RON = 1 Ω,
ROFF = 125 Ω, D = 10 nm, µV = 10−10 cm2s−1V−1 (the
corresponding values of x0 and k are 0.0239 and 1.2771,
respectively).

as shown in Fig. 4. It is consistent with the experimen-
tal results in [4]. The v− i characteristic curve “shrinks to
a straight line” when the power frequency increases to 10
times larger, as illustrated in Fig. 5. Thus, the simulation
results accord with the memristor fingerprint in [16].

There are several benefits of the piecewise window
function model. One advantage is that the expression of
memristance M(q) can be easily obtained and the numerical
value of M(q) can be readily calculated from this expression.
Due to the simplicity of the function g−1, this memristance
expression can be applied as conveniently as the analytic so-
lution to design and analyze memristor circuits. Here we
give an example to show the superiority of using the mem-
ristance expression.

When the analytic solution of the memristor model de-
scribed by (4) (of course, f (x) should be replaced by the
corresponding window function) cannot be obtained, the
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Fig. 4. Simulation results of the memristor model with piece-
wise window function when driving source V (t) =
4sin(πt). The values of parameters are the same as
Fig. 3.

numerical methods for solving differential equations such
as the Runge-Kutta method usually have to be applied in
the simulation of the memristor model. This brings non-
negligible error when the excitation source has large ampli-
tude or low frequency. Taking the simulation of the memris-
tor model with window function fp(x) as an example, it can
be shown in detail as follows.

Fig. 6 illustrates the simulation results of the memristor
model with window function fp(x) when using the Runge-
Kutta method. From (4), it can be obtained that

dx
dt

= α
v(t)

RONx+ROFF(1− x)
fp(x). (16)

It follows that∫ t

0
v(t)dt =

∫ x(t)

x(0)

RONx+ROFF(1− x)
α fp(x)

dx. (17)

Considering v(t) = 4sin(πt), the above equation (17) yields

4
π
(1− cos(πt)) =

∫ x(t)

x(0)

RONx+ROFF(1− x)
α fp(x)

dx. (18)

Letting H(x(t)) =
∫ x(t)

x(0)(RONx+ROFF(1− x))/α fp(x)dx, it
can be seen that

H(x(t)) = H(x(t +T )) (19)

where T = 2s. In view of RONx + ROFF(1− x) > 0 and
fp(x) > 0 for any x ∈ (0,1), H(x) is a strictly monotone in-
creasing function of x. Therefore, it holds that

x(t) = x(t +T ). (20)
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Fig. 5. Simulation results of the memriestor model with piece-
wise window function when driving source V (t) =
4sin(10πt). The values of parameters are the same as
Fig. 3.
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Fig. 6. Simulation results of the memristor model with win-
dow function fp(x) when driving source V (t)= 4sin(πt).
fp = 1−(2x−1)2p, p= 3, the values of other parameters
are the same as Fig. 3.

Obviously, the simulation results in Fig. 6 violate the rela-
tionship x(t) = x(t+T ). This is due to the simulation numer-
ical error. Actually, when H(x) is sufficiently large, x→ 1
and fp(x)→ 0. Thus, a small error of fp(x) can cause a sig-
nificant difference of 1/ fp(x). Therefore, there is a signifi-
cant difference between the state variable curves of the two
excitation cycles in Fig. 6.
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When using the piecewise window function model, the
numerical value of M(q) can be directly obtained from the
memristance expression at a considerable precision level,
which avoids numerically solving the differential equations.
Hence, the simulation error can be eliminated (see Fig. 4).

A second advantage is that the memristor model with
piecewise window function possesses strong flexibility, due
to its parameters a and b. The linear dopant drift inter-
val of state variable x(t) can be adjusted approximately
to (0.5− a,0.5 + a), and the slope of fPW (x) on bound-
aries is determined by the value of b. It can be seen that
fPW (x)→ 1 for x ∈ (0.5− a,0.5+ a) and fPW (x)→ 0 for
x ∈ [0,0.5− a)∪ (0.5 + a,1] with sufficiently large b (see
Fig. 7). However, the window function fp(x) with only one
controlling parameter p cannot take values close to 0 for
a given boundary interval of state variable x(t). Therefore,
the shape of the window function fPW (x) can be more flexi-
bly adjusted to model different types of memrisotrs.
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Fig. 7. Illustration of the flexible of the piecewise window func-
tion fPW (x). a = 0.35, b = 20 and the corresponding
values of x0 and k are 0.0120 and 1.4190×10−4, respec-
tively.

Introducing the nonlinear dependance of the state vari-
able derivative and the memristance on the current, this
model can be developed to characterize memristive systems.
In some special cases, the memristance expression depend-
ing on charge may also be obtained. For example, when the
derivative of the state variable is

dx
dt

= α fPWL(i(t)) fPW (x) (21)

where fPWL(·) denotes a piecewise linear function, the func-
tional relation between x(t) and q(t) can still be derived.
Thus, it can yield the memristance of the memristive sys-
tems depending on q(t) and i(t). We will make an in depth
study of this issue in future.

4. Conclusion
In this paper, a model with piecewise window function

is proposed as a proper choice to characterize the memris-
tor. The window function fPW (x) with three nonlinear pieces
is exploited to depict linear and boundary nonlinear dopant
drifts of memristor. By introducing two parameters a and b,

the shape of this window function can be flexibly adjusted
to model different types of memristors. It is significant that
the expression of memristance M depending on charge q can
be derived from this model and the numerical value of M(q)
can be easily computed for any given q. Using the memristor
model, the error occurring in the simulation of some existing
window function models can be eliminated.
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