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Abstract

In the paper a method or speeding up the
response of a CDHMM based speech recognition
system is introduced. The method, applicable for the
recognition of discrete utterances, uses a two-level
classification scheme. It consists in a fast match done
with simplified models, followed by a final accurate
match with a limited number of selected standard
models. In this way the recognition time can be
reduced by great deal without any significant loss of
recognition accuracy. The method has been
successfully applied in the design of real-time speech
recognition systems operating with small and
middle-size vocabularies.
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1. Introduction

During the several last years, the hidden Markov
model (HMM) technique has been playing the dominant
role in the speech recognition area. The reason is that the
statistical approach used in the HMM method seems to be
more appropriate for speech analysis rather than some
other identification techniques.

The HMM method offers two main advantages.
First, it is capable of representing basic speech objects by
simple probabilistic models that - if trained on a large
multi-speaker material - may become speaker independent.
Second, the same statistical approach can be applied both
for the classification of words and subword units (like
phonemes) as well as for modelling higher language
structures (like phrases).

There are two basic versions of the HMM - a
discrete HMM and a continuous density HMM (CDHMM)
[1]. While the former operates with discrete symbols,
which is made possible by vector quantisation of signal
parameters, the latter uses continuous probability density
functions to model the distribution of the parameters. It is
evident that the latter approach enables finer modelling
and at the same time it eliminates errors inherent in the
vector quantisation. Thus in practice, CDHMM systems
achieve higher recognition accuracy compared with the
discrete HMM ones.

On the other side, one of the most serious
drawbacks of the CDHMM technique is its very high
computational complexity. This can cause troubles if we
want to use the technique in a real-time speech recognition
system. Methods of speeding up the recognition process are
therefore intensively searched. One possible solution,
applicable to a discrete-utterance recognition task, is
described in this paper.

2. The discrete-utterance recognition
using CDHMM

The discrete-utterance recognition (DUR) is a
simplified subtask of the general speech recognition
problem. Within the DUR, an utterance (either a single
word or a word sequence) is spoken separately, i.e. it is
preceded and followed by short pauses. Each vocabulary
utterance has its model in the recognition system. The
system classifies an unknown utterance by matching its
parametric representation with all the models in order to
find the most likely match.

Let us suppose that the utterance to be classified as
one of N vocabulary items is represented by
multidimensional vector X = (x;,...Xs,...Xxg) consisting of
F frame vectors x, each being composed of P speech
parameters X = (xy,...Xp,...xp). For modelling an utterance
we employ the hidden Markov model form depicted in
Fig.1. Such a model consists of S states between which
transitions are allowed only from right to left with given
probabilities a;. Transition probability a; is defined as
follows:

a; = Prob(g, = leq:—n =0y 1

The output function b, associated with state s is, in the

case of the CDHMM, a continuous probability density
function made up as a mixture of A/ normal distributions:
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Fig.1 The HMM topology used for discrete utterances

In most practical DUR systems, models belonging
to individual utterances have the same number of states.
The utterance-specific characteristics are hidden in
corresponding  models in the values of transition
probabilities a; and in the output function parameters Xgn
(the mean), C,, (the covariance matrix) and w,, (the
mixture-weighting factor). All these parameters must be
estimated during a system training procedure.

Within the classification process, a measure of
similarity between the unknown utterance and each of the
models is evaluated. The measure has a meaning of the log
likelihood that the utterance is generated by a given
Markov model. The likelihood of model ¥ is evaluated for
the most probable state sequence Q* using the Viterbi
algorithm [1]:

In PCX|¥) = ﬁﬁ‘ (nag,,q, +Inby), 3)

where g€ Q*

This is done repeatedly for each of the N models
representing the complete vocabulary. The model n* that
matches best the utterance, i.e. that fulfilling equation

n* =arg max In PX|'¥5) @

determines the result of the classification.

In our previous study {2] we showed that the
recognition rate of a CDHMM system is essentially a
function of the P (the number of speech parameters), S
(the number of states) and M (the number of mixtures).
Also the recognition time depends on variables P, S and
M, and further on the size of the vocabulary, i.e. on the
number of models N. It was observed, however, that while
the recognition time increases nearly proportionally with
increasing values of these parameters, the recognition rate
becomes saturated for certain values P, S, and M, . These
values, that can be found for the given system
experimentally, represent the optimal settings both from
the system accuracy and response time points of view. Any
attempt to reduce the recognition time by decreasing the

parameters below these optimal values will result in a
worse performance of the recognition system.

3. A two-level classification approach

An alternative way to speed up the classification
without loosing the accuracy exists. It consists in
employing a two-level classification approach, which,
particularly, in connection with the CDHMM technique
may bring a considerable computation yield.

As mentioned above, the time 7T needed for the
standard-scheme classification of one utterance depends on
the system's parameters as follows:

T=f(N,P,S,M)=N.g(P,S,M) )
where function g is a nonlinear function of P, S and M.

A two-level classification scheme assumes two sets
of models: A set of standard models trained with
parameters P,, S, and M,, which are set equat to the
optimal parameter values P,, S, and M,, and another set of
simplified models trained with parameters P, < P,, S,< S,
and M, < M,. The classification consists in two steps.
Within the first one, a fast match between the unknown
utterance and the simplified models is performed and the
models are ordered according to the achieved likelihood
scores. In the second accurate match, only the first N,
models (the standard ones) are used. The time consumed
by the two matches will be given by the following equation:

T2 =f(N’PF,SFyMF)+f(NA’PAaSA’MA) (6)

The time reduction factor, defined as the ratio
between time 7, needed for the two-level scheme and time
T, of the one-level scheme can be derived from eq. (5) and
(6):

I, _8(PrSrMr) Na )
Ty g(P4,Sa,May N

From equation (7) we may observe that the factor
will depend on the fast match parameters P,, S,, M, and
on the number of models N, selected for the accurate
match. In order to find the minimum of eq. (7) for the
given system, a set of experiments with various values of
Pp, S, and M, must be run. As we show further, the
number N, depends on these three parameters.

The parameter M, can be set equal to 1 because in
practice many CDHMM systems operate succesfully in a
single-mixture mode. In this specific case, function g can
be approximated in the following way:

g(P,S, 1) =ko+kp.P +ks.S+ksp.S.P ®

with constants ko, ks,kp and ks being dependent on the
given computing system. The formula (8) may be of
practical use, namely, for the fast estimation of the
reduction factor given by equation (7).
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The parameters P, and S, have to be searched
experimentally. Since in practical systems the S, value lies
in range 6 - 14, the optimal value of the S; should be
searched in range 3 to S,/2. The choice of the P, is a more
difficult task. Actually it is not only an issue of the number,
but it is a question which and how many parameters should
be chosen. This leads to the classic feature
selection/extraction problem. A method for ordering
speech parameters according to their importance with
respect to the CDHMM technique was presented, for
example, in [3]. We have applied another approach
(described in [4]) that gives even better results. Anyway,
having the speech parameters ordered, we can simply focus
on experimenting with different values of P, .

The choice of the last parameter &, is constrained
by the request that the recognition rate R, of the two-level
system should not be worse than that of the original
one-level system, R,. In practice, a certain minor decrease
of the accuracy (for example, by € < 0.2%) is still
acceptable. Thus, for each pair P, and S, we search for
such N, sothat R, >R, - ¢.

The complete design of a two-level classification
system may proceed as follows: First, for the given
application and the given testing database we find the P,
S, and M, values such that the recognition rate achieves
the maximum. Than, on the same database, we run a set of
experiments with varying values of P, and S,, for which
we find the corresponding N, and evaluate eq. (7). The
minimum of eq.(7) determines the optimal choice of
parameters for the two-level system. This is illustrated in
Fig.2 which is based on experiments done with the
CAD_CZ database. The above described procedure can be
automated and included into the training process of the
recognition system.
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Fig.2 The time reduction factor as a function of the fast match
parameters P, and S, (data from experiments done on CAD_CZ
database)

4. Practical applications

The proposed method has been applied in the
design of two practical speech recognition systems. In the
first application, the vocabulary consists of 33 Czech
words, in the second application the recognizer operates
with 121 multi-word utterances (mostly Czech city names).
Both the systems are speaker-independent and run in real

time on a common personal computer (with processor
80486). Table 1 offers a comparison between the standard
and the two-level classification scheme. We can see that
the latter method reduces the classification time to 52% in
the first case and to 29% in the second case. In both the
cases the recognition accuracy remains almost unchanged.
We may assume that for larger vocabularies the time
reduction factor might be even more favourable.

Table 1 Comparison of standard and two-level classification schemes
used in two practical speech recognition systems

{Database name: CAD CZ BUS
'Vocabulary size: 33 words | 121 utterances
umber of tested speakers 48 24
One-level classification scheme
System parameters:P, /S, /M, 18/8/1 18/14/1
[Recognition rate [%)] 98.36 96.91
[Recognition time [ms] 320 1450
Two-level classification scheme -
System parameters:P,/S,/M, 6/4/1 8/6/1
{Recognition rate [%] 98.36 96.87
lRecognition time [ms] 167 420

5. Conclusions

In the paper we have proposed a two-level
classification = scheme that is applicable for
discrete-utterance recognition systems based on continuous
density hidden Markov models. The scheme combines a
fast match performed with simplified models and the
accurate match limited to a small number of selected
standard models. The construction of the fast match
models is based on reducing numbers of model states and
mixtures and, particularly, on selecting only the most
important speech parameters. The above presented results
of several practical tests demonstrate that the proposed
method may lead to a considerable reduction of the
classification time while the impact on the recognition
accuracy is negligible.
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