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Abstract. Autoregressive speech parameterization with 
and without preemphasis is discussed for the source-filter 
model and the harmonic model. Quality of synthetic speech 
is compared for the harmonic speech model using autoreg-
ressive parameterization without preemphasis, with cons-
tant and adaptive preemphasis. Experimental results are 
evaluated by the RMS log spectral measure between the 
smoothed spectra of original and synthesized male, female, 
and childish speech sampled at 8 kHz and 16 kHz. Alt-
hough the harmonic model is used, the benefit of the adap-
tive preemphasis could be valid for the source-filter model, 
as well. 
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1. Introduction 
An autoregressive (AR) model is well known in 

speech processing as a linear predictive coding (LPC) mo-
del being an all-pole model of a vocal tract. For the LPC 
model, preemphasis should be performed prior to the ana-
lysis and postemphasis should be performed as the last step 
of the synthesis [1]. Preemphasis is a simple and effective 
way of accenting the higher formants, thus allowing more 
accurate formant tracking results [2]. Almost invariably the 
first order preemphasis is used. Apart from the source-filter 
speech model, the all-pole model is also used for sine-wave 
amplitude coding, known as the minimum phase harmonic 
sine-wave speech model [3], [4]. However, no preemphasis 
is used here, although the authors describe a postfilter re-
sembling the postemphasis [2] with the filter coefficient 
computed from the synthetic speech instead of the original 
speech, however, without any prefilter resembling the pre-
emphasis. Neither other authors of harmonic speech model-
ling use any preemphasis [5] - [9]. On the other hand, 
adaptive preemphasis is used for example in source-filter 
based speech coding [10]. 

The presented paper investigates use of constant and 
adaptive preemphases for different voices synthesized by 
the harmonic speech model with AR parameterization. The 

RMS log spectral measure [11] is used as a comparison 
criterion, as in [12] it has been shown that it corresponds to 
the listening tests results. 

2. Source-Filter Speech Model 
The principle of the source-filter speech model is 

shown in Fig. 1. The model parameters determine the vocal 
tract transfer function P(z). For voiced speech the excita-
tion is formed by the impulse train. For unvoiced speech it 
is formed by the random noise. The output of the filter is a 
synthesized speech signal. 
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Fig. 1. The principle of the source-filter speech model. 

Depending on the parameters describing the vocal tract 
transfer function, the source-filter model is called either 
autoregressive or cepstral. The AR model will be of con-
cern here. Its transfer function P(z) is given by the gain G 
and coefficients {an} in the form 
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where NA is the order of the AR model. 

3. Harmonic Speech Model 
The principle of the harmonic speech model is shown 

in Fig. 2. 
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Fig. 2. The principle of the harmonic speech model. 
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It is performed as a sum of harmonically related sine 
waves with frequencies given by pitch harmonics, and 
amplitudes and phases given by sampling the frequency 
response of the vocal tract model at these frequencies. Mo-
re details can be found in [13], [14]. 

AR parameterization of the harmonic model uses rela-
tions similar to that of the AR source-filter model. The 
magnitude frequency response of the AR model is given by 
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4. Preemphasis in AR Source-Filter 
Speech Modeling 
The first-order preemphasis is performed as a single-

zero filter Hp(z) = 1 − µ z −1 shown in a dashed block in 
Fig. 3. The coefficient µ  is chosen between 0.9 and 0.95. 
In [2] it had been stated that the optimal preemphasis filter 
is the one which maximizes the output spectral-flatness 
measure, and it will have µ = r(1) / r(0), where {r(n)} re-
presents the autocorrelation sequence for the input speech 
data sequence. Thus, the adaptive preemphasis is computed 
in each speech frame from the present speech data. Apart 
from the parameters G and {an}, the pitch period L is com-
puted from the non-preemphasized speech signal by some 
of the pitch determination algorithms [15]. 
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Fig. 3. Preemphasis in the AR speech analysis. 

During synthesis the output of the all-pole vocal tract mo-
del, given by parameters G and {an}, is passed through a 
single-pole filter 1 / Hp(z) reciprocal of the preemphasis 
(Fig. 4). The coefficient µ is either constant or changes 
from frame to frame as determined during analysis. 
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Fig. 4. Postemphasis in the AR source-filter speech synthesis. 

For preemphasized speech one formant occurs appro-
ximately every 1 kHz and one pole pair is necessary to mo-
del each formant, so the AR order should be at least twice 
the bandwidth of the signal in kilohertz [16]. If no preem-
phasis and postemphasis were used, the vocal tract model 
should comprise the dashed block of Fig. 4 and the resul-
ting all-pole model should have the order higher by the or-
der of the postemphasis. In such a way, the AR order for 
speech without preemphasis must be odd instead of even 
AR order for speech with the first order preemphasis [14]. 

5. Preemphasis in Harmonic Speech 
Modeling with AR Parameterization 
For the harmonic speech model with AR parameteri-

zation, the same speech analysis is performed as shown in 
Fig. 3. For AR parameters determination, the staircase log 
spectral envelope is smoothed and inverse Fourier transfor-
med to get the time-domain signal corresponding to the 
spectral envelope of the original speech signal [13], [14]. 
Then the Levinson-Durbin autocorrelation algorithm is 
used to compute the parameters {an} and G. Detection of 
the pitch period L is performed by the Rabiner autocorre-
lation method with three-level clipping of the signal [15] 
using different length of analysis frames for male, female, 
and childish voices. 

The synthesis of the AR harmonic model (Fig. 5) uses 
the same input parameters as the synthesis of the AR sour-
ce-filter model (Fig. 4). These parameters (L , {an}, G) are 
used to compute the parameters of the harmonic model 
({ωm}, {ϕm}, {Am}). Pitch harmonics {ωm} are derived 
from the pitch period L. Amplitudes {Am} are given by 
sampling the function (2) at frequencies {ωm}. Phases {ϕm} 
of voiced speech given by sampling the Hilbert transform 
of the logarithm of (2) correspond to the impulse excitation 
of the minimum-phase model. Randomized phases of un-
voiced speech correspond to the noise excitation. The syn-
thetic speech during one pitch period is given by 
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After overlap-adding (OLA) pairs of frames the synthesi-
zed signal is postemphasized to get resulting synthetic 
speech. 
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Fig. 5. Postemphasis in the AR harmonic speech synthesis. 
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6. Experimental Results 
Speech material consisted of about 500 speech frames 

of vowels and nasals for each of three voices: male, female, 
and childish, sampled at 8 kHz and 16 kHz. Three AR 
orders for each method were examined: the minimum AR 
order, twice the minimum, and three times the minimum 
when preemphasis was used, the same orders increased by 
one when no preemphasis was used. The RMS log spectral 
measure [11] determined the error or difference between 
the smoothed spectra of original and resynthesis. Mean and 
standard deviation of this measure were evaluated. 

For the male voice with the mean pitch frequency of 
about 110 Hz the analysis speech frame had the duration of 
24 ms. 
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Fig. 6. RMS log spectral measure for the male voice sampled at 

8 kHz. 

Results for 8-kHz sampling are shown in Fig. 6. For each 
AR order, the lowest mean spectral measure as well as its 
standard deviation correspond to adaptive preemphasis. 
The greatest difference of 0.41 dB is between the mean 
spectral measure of the 17th AR order without preemphasis 
and the 16th AR order with adaptive preemphasis. 

Results for 16-kHz sampling shown in Fig. 7 give the 
similar trend. However, the greatest difference is only 
0.19 dB between the mean spectral measure of the 49th AR 
order without preemphasis and the 48th AR order with 
adaptive preemphasis. 

For the female voice with the mean pitch frequency of 
about 200 Hz the duration of the analysis frame was 16 ms. 

As shown in Fig. 8, for 8-kHz sampling, the model 
with constant preemphasis gives better frequency proper-
ties than the higher order model without preemphasis, and 
the model with adaptive preemphasis gives better frequen-
cy properties than the model with constant preemphasis. 
The greatest difference of 0.46 dB is between the mean 
spectral measure of the 9th order without preemphasis and 
the 8th AR order with adaptive pre-emphasis. 

For the female voice sampled at 16 kHz (Fig. 9) the 
results are not so unambiguous as the results described so 
far (Figs. 6-8). The same trend of decreasing the mean 
spectral measure can be observed only for the 17th order 
without preemphasis, and the 16th order with preemphasis, 
with the greatest difference of 0.28 dB. 
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Fig. 7. RMS log spectral measure for the male voice sampled at 

16 kHz. 

For the childish voice with the mean pitch frequency 
of about 300 Hz the analysis speech frame of 10 ms was 
used. 

For 8-kHz sampling of the childish voice, the model 
with adaptive preemphasis gives better results than the mo-
del without preemphasis for the lowest and the highest 
examined orders. For the 16th AR order the adaptive pre-
emphasis is worse than no preemphasis. The mean spectral 
measure for the 16th AR order with adaptive preemphasis is 
higher by 0.16 dB than that for the 17th order without pre-
emphasis. 
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Fig. 8. RMS log spectral measure for the female voice sampled 

at 8 kHz. 
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Fig. 10. RMS log spectral measure for the childish voice sampled 

at 8 kHz. 
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Fig. 9. RMS log spectral measure for the female voice sampled 

at 16 kHz. 
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Fig. 11. RMS log spectral measure for the childish voice sampled 

at 16 kHz. 
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The mean spectral measure for the childish voice 
sampled at 16 kHz (Fig. 11) exhibits the similar trend as 
that for the male voice sampled at 16 kHz (Fig. 7). How-
ever, differences are slightly lower, although the greatest 
difference is 0.18 dB (between the 17th order without pre-
emphasis and the 16th order with adaptive preemphasis). 

7. Conclusion 
Parametric modeling (either source-filter or sinuso-

idal) of speech signals finds its use in speech analysis and 
synthesis, speech coding, speech recognition, and speaker 
verification and identification. 

The aim of the paper was to investigate whether use 
of preemphasis is justified in the harmonic speech model. It 
tries to fill in the gap in the area of sinusoidal and harmo-
nic speech modeling where no preemphasis has been used 
so far. From the theoretical point of view, use of preemp-
hasis and postemphasis was compared for the source-filter 
model and the harmonic model, both with AR parametriza-
tion. It has been shown that the AR model without preemp-
hasis should have the order higher by the order of the pre-
emphasis so that comparison of preemphasized and non-
preemphasized speech processing would be relevant. Con-
stant and adaptive preemphasis has also been compared. 

Experiments have shown that in majority cases the 
preemphasis improves speech synthesis quality, and the 
adaptive preemphasis improves it even more. The results 
are mostly marked for the male voice processing. For fe-
male and childish voices, the constant preemphasis gives 
sometimes worse results than a higher-order model without 
preemphasis. However, the adaptive preemphasis is almost 
always the best solution in female and childish voice pro-
cessing, too. 

Although the harmonic speech model was used to 
examine influence of preemphasis, the results could also be 
valid for the source-filter model. Better representation of 
the male speech spectrum is due to higher number of com-
posite sine waves of the harmonic model. Although the 
synthetic speech production is different in the source-filter 
model, convolution of the impulse train of lower frequency 
with the vocal tract transfer function results in higher num-
ber of spectral peaks corresponding to the harmonics of the 
pitch frequency. Thereby, the source-filter model should 
represent the speech spectrum with similar quality as the 
harmonic model. From these facts it can be concluded that 
the adaptive preemphasis should be preferred in the harmo-
nic speech modeling, and in the source-filter speech 
modeling, as well. 
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