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Department of Radio Engineering, Czech Technical University in Prague, Technická 2, 16627 Praha 6, Czech Republic
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Abstract. The most precise procedure for determining the
intermodulation products is to find a steady-state period of
the signal first, and then to calculate its spectrum by means
of the fast Fourier transform. However, this method needs
time-consuming numerical integration over many periods of
the faster signal even for enhanced methods for finding the
steady state. In the paper, an efficient method for fast esti-
mation of the fundamental intermodulation products is pre-
sented. The method uses Volterra series in a simple mul-
tistep algorithm which is compatible with a typical struc-
ture of the frequency-domain part of circuit simulators. The
method is demonstrated by an illustrative testing circuit first,
which clearly shows possible incorrect interpretation of the
Volterra series. Thereafter, practical usage of the algorithm
is demonstrated by fast estimation of the main intermodula-
tion products of a low-voltage low-power RF CMOS four-
quadrant multiplier.

Keywords
Steady-state algorithm, fast Fourier transform, numeri-
cal integration, Volterra series, CMOS, RF multiplier.

1. Introduction

A natural and accurate method for determining the in-
termodulation products consists in finding a steady-state re-
sponse first, and then computing its spectrum by means of
fast Fourier transform. This algorithm has been implemented
into author’s software tool C.I.A. (Circuit Interactive Ana-
lyzer [1]) with automatic identification of unknown periods
of autonomous circuits. Essential theory of the steady-state
analysis can be found in [2], [3], and some improvements
of these classical methods—especially automating the pro-
cedure for autonomous circuits and defining reliable conver-
gence criterion—are described in [4], [5]. As the method
implemented in C.I.A. for numerical integration—which is
necessary fundament for the steady-state algorithm—is very
flexible (it is based on efficient recurrent form of Newton in-
terpolation polynomial [6], [7] rather than Lagrange one [8]),

calculated intermodulation products are available even for
higher orders.

However, the numerical integration must be performed
over many periods of the faster signal and therefore the
analysis is time-consuming in many cases. For this reason,
another method for fast estimation of the fundamental in-
termodulation products has also been implemented which is
based on Volterra series. A brief introduction to using the
Volterra series for such purposes is shown in [9], and a more
comprehensive exposition can be found in [10].

A disadvantage of many of the implementations of the
Volterra series consists in a creation of a new—and rela-
tively large and isolated—block of program. In this paper,
a form of the method is described which is compatible with
the frequency-domain part of the C.I.A. program. Therefore,
the algorithm is built into the AC-analysis code of the C.I.A.
program and shares a relatively large portion of it.

The algorithm based on the Volterra series certainly
is very dependent on accuracy of models of nonlinearities.
Hence, for CMOS technology, all main types of MOSFET
models—semiempirical [9], [1], BSIM [11], BSIM3 [12],
[13], BSIM4 [13], and EKV [14]—should be tested espe-
cially from the point of view of their derivatives’ precision.

2. Description of the Method

The system of nonlinear algebraic-differential equa-
tions of a circuit is generally defined in the implicit form

f
[
x(t), ẋ(t), t

]
= 0. (1)

As the resulting formulae derived from the application of the
Volterra series are very complicated, consider for simplicity
of the explanation that the circuit system comprises only two
equations, i.e., (1) can be rewritten in the simpler form

f1 (x1, x2, ẋ1, ẋ2, t) = 0, f2 (x1, x2, ẋ1, ẋ2, t) = 0. (2)

The Taylor expansion of the functions f1 and f2 with the in-
clusion of the second-order terms in a linearization center (0)

is the following (certainly, higher-order terms are necessary
for calculating higher-order intermodulation products):
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Fig. 1. Simple testing circuit with standard and tunnel diodes
which is analyzed by both fast Fourier transform of its
steady-state response and Volterra series.
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∆x1∆ẋ2 +
∂2f1,2

∂x2∂ẋ1
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A natural linearization center for this type of analysis
is the operating point, i.e., the static version of (2)

f1 (x10 , x20 , 0, 0, 0) = 0, f2 (x10 , x20 , 0, 0, 0) = 0

must be solved in advance—note that the C.I.A. program al-
ways computes the operating point on the basis of values of
input sources at t = 0.

The next step is the standard (conventional) frequency
analysis, i.e., solving the system of the two equations
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which must be resolved for the two frequencies ω1 and ω2.
In this way, we obtain the first-order products ∆X1 (ω1),
∆X1 (ω2), ∆X2 (ω1), and ∆X2 (ω2). The terms F1 (ω) and
F2 (ω) represent independent signal sources of the circuit.

The second-order intermodulation products can be es-
timated using the second-order terms in (3) as the signal
sources of the circuit (instead of the independent ones), i.e.,
the system
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must be resolved for the frequencies ω1 + ω1, ω2 +
ω2, ω1 + ω2, and ω1 − ω2, which gives the second-
order harmonic products ∆X ′

1 (ω1 + ω1), ∆X ′
1 (ω2 + ω2),

∆X ′
2 (ω1 + ω1), ∆X ′

2 (ω2 + ω2) and intermodulation prod-
ucts ∆X ′

1 (ω1 + ω2), ∆X ′
1 (ω1 − ω2), ∆X ′

2 (ω1 + ω2), and
∆X ′

2 (ω1 − ω2). The third- and higher-order products
can be determined in the analogical way—step by step—
incorporating the third- and higher-order terms [10] to (3).

2.1 Illustrating Method Using Simple Example

The sequential steps of the analysis by the Volterra se-
ries can clearly be demonstrated by a simple testing circuit
in Fig. 1.

The two signal sources have the magnitudes 0.1 V. The
first source has the frequency 1 GHz and the second one
0.25 GHz, the conductance G is 0.1 S and the capacitance
C is 10 pF. The standard diode is not statically opened in
any part of the period due to the small magnitudes of the sig-
nal sources. Therefore, the current i1 is only determined by
the junction capacitance

i1 = CJ0 (1−mv1) v̇1,

where the term CJ0 (1−mv1) can be considered a simple
linear approximation of the classical relation for the junc-
tion capacitance at φ0 = 1 V by Maclaurin expansion. The
zero-bias junction capacitance CJ0 is 10 pF, and the grading
coefficient m changes from zero (i.e., the diode is replaced
by a linear capacitor) through 0.3 (the diode with a linear
junction) to 0.5 (the diode with an abrupt junction).

An ampère-volt characteristic of the tunnel diode can
be approximated by a quadratic polynomial

i2 = P1v2 + P2v
2
2



RADIOENGINEERING, VOL. 17, NO. 4, DECEMBER 2008 61

in this analysis with respect to the small magnitudes of
the signal sources. The coefficients of the polynomial are
P1 = 0.2 S and P2 = −1 S/V. A current flowing through
the capacitance part of the tunnel-diode model can be ne-
glected in this task.

The first step of the algorithm consists in determining
the operating point, which is very easy:

v10 = A1 + A2, v20 = 0.

The second step of the algorithm is the standard fre-
quency analysis, i.e., solving the system (note that A(ω) is
equal to A1 for ω = ω1, and correspondingly equal to A2 for
ω = ω2)

G[∆V1 −A (ω)] + jωCJ0[1−m (A1 + A2)]∆V1 +
jωC (∆V1 −∆V2) = 0,

jωC (∆V2 −∆V1) + P1∆V2 = 0.

This system of the two equations for the two variables
∆V1(ω) and ∆V2(ω) can be solved using Cramer rule, i.e.,

∆V1 (ω) =
(P1 + jωC) GA (ω)

{G + jω[CJ0(1−m(A1 + A2)) + C ]}(P1 + jωC) + ω2C2
,

∆V2 (ω) =
jωCGA (ω)

{G + jω[CJ0(1−m(A1 + A2)) + C ]}(P1 + jωC) + ω2C2
.

The third step of the algorithm is solving the system
with the second derivatives for some harmonic or intermod-
ulation product. Let us chose the product ω1 +ω2, e.g. From
the set of the second derivatives of the function f1, only the
derivative

∂2f1

∂v1∂v̇1
= −mCJ0

is nonzero. In the first equation, this derivative is multiplied
by the factor

j (ω1 + ω2) ∆V 2
1 ,

and ∆V1 is a superposition of the frequency components ω1

and ω2. Therefore, it can be written in the form

j (ω1 + ω2) (∆V1 (ω1) + ∆V1 (ω2))
2 .

As a source of the product ω1 + ω2, only the term

j (ω1 + ω2) 2∆V1 (ω1) ∆V1 (ω2)

has meaning, but not all (this is just the source of frequent
errors in many circuit simulators): corresponding analogy of
the term 2 ∆V1 (ω1) ∆V1 (ω2) in the time domain contains
a factor of the type

cos (ω1t + ϕ1) cos (ω2t + ϕ2) ,

which can be expressed in the form

1
2 [cos ((ω1 + ω2) t + ϕ1 + ϕ2) +

cos ((ω1 − ω2) t + ϕ1 − ϕ2)].

Therefore, the term 2 ∆V1 (ω1) ∆V1 (ω2) generates the in-
termodulation products both ω1 + ω2 and ω1 − ω2: the term

∆V1 (ω1) ∆V1 (ω2)

is the origin of the intermodulation product ω1 +ω2, and the
term

∆V1 (ω1) ∆V ∗
1 (ω2)

is the origin of the intermodulation product ω1 − ω2 (the
conjugate value is induced by the phase difference ϕ1−ϕ2).

The following step is analogical—from the set of the
second derivatives of the function f2, only the derivative

∂2f2

∂v2
2

= 2 P2

is nonzero. Therefore, the system of the linear complex
equations for determining the intermodulation product ω1 +
ω2 can be written in the form

G∆V ′
1 + j (ω1 + ω2) CJ0 (1−m (A1 + A2))∆V ′

1 +
j (ω1 + ω2)C (∆V ′

1 −∆V ′
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2 −∆V ′

1) + P1∆V ′
2 +

P2∆V2 (ω1) ∆V2 (ω2) = 0.

This system can be resolved by the Cramer rule again
with the following result for the second circuit variable:

∆V ′
2 =

1
D
×{

−P2

[
G + j (ω1 + ω2) [CJ0 (1−m (A1 + A2)) + C ]

]
×

∆V2(ω1) ∆V2(ω2)−

(ω1 + ω2)
2
CmCJ0∆V1(ω1) ∆V1(ω2)

}
,

where

D = {G + j (ω1 + ω2) [CJ0 (1−m (A1 + A2)) + C ]}×

[P1 + j (ω1 + ω2) C ] + (ω1 + ω2)
2
C2.

In this case, the magnitude and argument of the in-
termodulation product ω1 + ω2 have been checked by the
steady-state analysis and fast Fourier transform because the
resulting signal has the period only 4 ns. The comparison
is shown in Tab. 1—it is clear that the estimation by the
Volterra series is relatively precise for m = 0, and the inac-
curacy is about 25 % for m = 0.5 (naturally, the “more non-
linear” circuit corresponds to the more inaccurate results).
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m ∆ ′V2  (FFT) arg ∆ ′V2b g (FFT) ∆ ′V2  (Volterra) arg ∆ ′V2b g (Volterra)
0    0.63 mV 81° 0.59 mV 82°
0.3 0.75 mV 75° 0.85 mV 73°
0.5 0.81 mV 73° 1 mV    70°

Tab. 1. Comparison of the results of fast Fourier transform applied to the steady-state response and estimation by the Volterra series.
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Fig. 2. Low-voltage low-power RF CMOS four-quadrant multiplier with symmetrical low-frequency (input signal) and high-frequency
(local oscillator) sources.

3. Practical Example from Area of RF
CMOS Integrated Circuits Design
Let us consider a four-quadrant RF CMOS multiplier in

Fig. 2 [15] which has been analyzed by the C.I.A. program.
All the parameters of the MOSFET BSIM/semiempirical
model have kindly been granted by Prof. Salama. However,
they have been slightly transformed to the new ones required
by the “smoothed” gate-capacitance model with suppressed
discontinuities [1] (certainly, possible capacitance disconti-
nuities might have very negative influence to the precision
of the simulations). The output voltage of the multiplier
is strongly dependent on the controlling one which is con-
nected to the gates of m6 and m7 transistors. For example,
for the controlling voltages 1 and 1.5 V, the magnitudes of
the output signal are about 20 and 50 mV, respectively as
shown in Fig. 3 (and the “degree of nonlinearity” grows with
respect to the output voltage correspondingly).

First, precise results are computed by the steady-state
algorithm followed by the fast Fourier transform. The main
intermodulation products are shown in Tab. 2—due to the
double balancing of the multiplier, the intermodulation prod-
ucts f1 + 2f2, f1 − 2f2, 2f1 + f2, and 2f1 − f2 are negli-
gible, which is very important. On the contrary, the inter-
modulation products f1 + 5f2 and f1 − 5f2 are noticeable
as also shown in Tab. 2. Second, the intermodulation prod-
ucts f1 + f2 and f1 − f2 can be estimated much faster using
the Volterra series—the results are shown in Tab. 3. The
error of the estimation depends on the quality of the MOS-
FET models, and is acceptable for lesser magnitudes of the
output signal. Unfortunately, the majority of the MOSFET
models [11–14] are inaccurate regarding their derivatives,
especially the higher ones. For this reason, an estimation of
higher-order products is unrealistic without a model refine-
ment. (Note that in MESFET field, the situation is better—
e.g., the “realistic” model [16] has very precise derivatives.)
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VControl VOutput,1.075 GHz VOutput,0.925 GHz

1 V 8.97 mV 10.1 mV
1.1 V 10.2 mV 11.5 mV
1.2 V 11.9 mV 13.6 mV
1.3 V 14.5 mV 16.8 mV
1.4 V 18.3 mV 21.2 mV
1.5 V 22 mV 25.7 mV

VControl VOutput,1.225 GHz VOutput,0.775 GHz

1 V 0.333 mV 0.377 mV
1.1 V 0.371 mV 0.485 mV
1.2 V 0.501 mV 0.712 mV
1.3 V 0.817 mV 1.18 mV
1.4 V 1.28 mV 1.85 mV
1.5 V 1.22 mV 1.67 mV

VControl VOutput,3.075 GHz VOutput,2.925 GHz

1 V 0.217 mV 0.228 mV
1.1 V 0.218 mV 0.229 mV
1.2 V 0.22 mV 0.232 mV
1.3 V 0.227 mV 0.239 mV
1.4 V 0.238 mV 0.252 mV
1.5 V 0.273 mV 0.29 mV

VControl VOutput,1.375 GHz VOutput,0.625 GHz

1 V 49.7 µV 29.9 µV
1.1 V 59.6 µV 43.8 µV
1.2 V 79 µV 72.3 µV
1.3 V 125 µV 145 µV
1.4 V 75.9 µV 120 µV
1.5 V 387 µV 773 µV

Tab. 2. Intermodulation products determined accurately by the steady-state algorithm and fast Fourier transform: f1 + f2, f1 − f2,
f1 + 3f2, f1 − 3f2, 3f1 + f2, 3f1 − f2, f1 + 5f2 and f1 − 5f2. The third-order products f1 + 2f2, f1 − 2f2, 2f1 + f2,
and 2f1 − f2 are negligible, which is important and expected due to the double balancing of the multiplier—see also Tab. 4.

|VOutput|max VControl VOutput,1.075GHz VOutput,0.925GHz

19.3mV 1V 7.02mV 7.57mV
22.6mV 1.1V 7.59mV 8.29mV
26.4mV 1.2V 8.38mV 9.27mV
33.1mV 1.3V 9.47mV 10.6mV
41.9mV 1.4V 11mV 12.5mV
49mV 1.5V 13mV 15mV

Tab. 3. Main intermodulation products f1 + f2 and f1 − f2
estimated by the Volterra series.

4. Conclusion

An algorithm for the fast estimation of the fundamen-
tal intermodulation (and harmonic) products has been pre-
sented. The algorithm can easily be implemented as an add-
on to the standard frequency-analysis routine, and can effi-
ciently reuse a part of its code. In this way, the algorithm
has been implemented to the Circuit Interactive Analyzer
(C.I.A.) program. This program is also able to calculate
the intermodulation products in the most precise but time-
consuming way: to find a steady-state response of the cir-
cuit first, and then to calculate its spectrum by means of fast
Fourier transform.

In the paper, a simple testing circuit has been analyzed
first. The analytic derivation shows a possibility of incor-
rect implementation of the formulae of the Volterra series.
Comparing the results of the Volterra series with those ob-
tained by the steady-state analysis and fast Fourier transform
clearly shows that with growing degree of nonlinearity grows
the error of the estimation, too.

A technical utilization of the algorithm has been illus-
trated by an analysis of an RF CMOS four-quadrant multi-
plier. Again, for a lesser degree of nonlinearities, the estima-
tion can be used as a fast—let say approximative—analysis.
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Fig. 3. Dependence of the output voltage of the multiplier on
the controlling voltage.

The analysis of the RF CMOS multiplier also illustrates
necessity of the precision of model derivatives. As the ma-
jority of the main MOSFET models do not have sufficiently
precise derivatives, the third- and higher-order products can-
not be computed accurately. Therefore, the MOSFET mod-
els need another refinement from this point of view. How-
ever, in the MESFET field, the state-of-the-art is better, and
the third-order products can be calculated precisely enough.
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VControl VOutput,1.150 GHz VOutput,0.850 GHz

1 V 0.17 µV 0.149 µV
1.1 V 0.403 µV 0.525 µV
1.2 V 0.895 µV 0.81 µV
1.3 V 0.761 µV 1.05 µV
1.4 V 0.658 µV 1.37 µV
1.5 V 0.257 µV 0.904 µV

VControl VOutput,2.075 GHz VOutput,1.925 GHz

1 V 0.513 µV 0.877 µV
1.1 V 0.243 µV 0.683 µV
1.2 V 0.597 µV 0.845 µV
1.3 V 0.195 µV 0.561 µV
1.4 V 0.229 µV 0.772 µV
1.5 V 1.27 µV 0.461 µV

VControl VOutput,2.150 GHz VOutput,1.850 GHz

1 V 0.147 µV 0.0758 µV
1.1 V 0.127 µV 0.248 µV
1.2 V 0.471 µV 0.301 µV
1.3 V 0.629 µV 0.227 µV
1.4 V 0.547 µV 0.893 µV
1.5 V 0.114 µV 0.106 µV

VControl VOutput,1.525 GHz VOutput,0.475 GHz

1 V 9.38 µV 13.5 µV
1.1 V 9.93 µV 15.7 µV
1.2 V 10.6 µV 22.3 µV
1.3 V 12.9 µV 36.9 µV
1.4 V 78 µV 110 µV
1.5 V 116 µV 161 µV

Tab. 4. Some other intermodulation products determined by the steady-state algorithm and fast Fourier transform: f1 + 2f2, f1 − 2f2,
2f1 + f2, 2f1 − f2, 2f1 + 2f2, 2f1 − 2f2, f1 + 7f2 and f1 − 7f2. The third-order products and the products 2f1 + 2f2
and 2f1 − 2f2 are mostly below 1 µV (thus they can be considered neglectable)—on the contrary, the products f1 + 7f2 and
f1 − 7f2 are still noticeable.
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MOSFET model parameters.
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