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Abstract. Interference cancellation and multiuser detec-
tion in CDMA systems are still actual research topics. 
These techniques enable us to deal with interference and to 
increase system capacity. In this paper, a so-called Gener-
alized RAKE receiver, an Uplink generalized multiuser 
detection and a Blind adaptive multiuser detection are 
described. These algorithms are compared with conven-
tional receivers and their properties are verified via simu-
lations. The results imply that some of these algorithms are 
able to overcome the performance of the conventional 
receivers. 
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1. Introduction 
Whereas 2G (2nd generation) systems are limited due 

to a lack of radio resources (number of radio channels), 3G 
(3rd generation) systems are limited due to interference. 
Interference cancellation and multiuser detection enable 
increasing the number of users in the system and thus they 
increase system capacity. In the case of uplink it is possible 
to use quite simple but effective multiuser detection, be-
cause a base station (Node B) has information about all 
users. Another possibility how to increase system capacity 
is to use spatial diversity. Uplink generalized multiuser 
detection will be briefly described below. 

In the case of downlink it is not so easy to apply mul-
tiuser detection, because a mobile station (User equipment) 
has limited information about other users. It is also not so 
easy to use the spatial diversity technique in this case, 
because of the mobile station proportions and power sup-
ply limitations. Generalized RAKE receiver and Blind 
adaptive multiuser detection will be described below, and 
their properties will be verified via simulations. 

2. G-RAKE Receiver 
G-RAKE receiver is a downlink receiver for CDMA 

systems developed by Ericsson, see [1]. The receiver was 

described in [1] and [2], on which this section is based. 
Another approach to interference cancellation can be found 
in [3], [4], [5] and [6], for example.  

G-RAKE receiver (as well as a conventional RAKE 
receiver) can mitigate multipath and, moreover, to suppress 
intracell interference. This type of interference appears due 
to the loss of orthogonality between signals because of 
multipath propagation. G-RAKE is essentially based on the 
matched filter theory for colored noise. G-RAKE has the 
same structure as a RAKE receiver but it may have more 
fingers. Fingers may be at different delays and use differ-
ent combining coefficients. Intracell interference is mod-
eled as colored Gaussian noise and intercell interference is 
modeled as white Gaussian noise. The receiver structure is 
illustrated in Fig. 1. It consists of J fingers. Each finger is 
correlated to a different delayed component of the received 
signal r(t). This signal first passes through a SRRC (Square 
Root Raised Cosine) filter. It is assumed that despreading 
code ck,i is a product of the channel spreading code, which 
is specific for every user, and the scrambling sequence, 
which is specific for each base station. Spreading se-
quences are mutually orthogonal; a complex scrambling 
sequence is composed of two random binary sequences. 
Finger outputs y(dj) are multiplied by combining coeffi-
cients wi and added up to form decision statistic z for sym-
bol detection (depends on the modulation used: BPSK or 
QPSK). 

2.1 Finger Delays 

Finger delay placement is still an open question. Two 
suggestions can be found in [1]: 

 The first possibility is to use plenty of finger delay 
combinations and then simply choose the one which 
provides the best results (maximum SNR). This 
method is fairly complex but it enables achieving the 
best results.  

 The second one, so-called symmetrical strategy 
method, will be explained on the following example. 
It is assumed there is a channel which has two rays. 
The dominant path is on the 0 position and the second 
path on the  position. G-RAKE has three fingers: at 
0,  and - position, the last one being symmetrical to 
the  position. 
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Fig. 1. Schematic structure of G-RAKE receiver. 

2.2 Combining Coefficients 

Combining coefficients were derived by using the 
maximum likelihood approach. Its detailed derivation was 
introduced in [1], but in this paper only the main points are 
presented. The vector of finger outputs y can be expressed 
as:  

 uhy  s . (1) 

Vector u models noise and interference, s is the desired 
transmitted symbol and h is the modification of channel 
impulse response. According to [1], vector of combining 
coefficients w is equal to  

 hRw u
1  (2) 

where Ru = E[uuH] is the correlation matrix of noise vector 
u, [-]H denotes the Hermitian transpose. The noise vector 
models intersymbol interference, an interference that 
appears because of the loss of orthogonality between 
serving cell signals and white Gaussian noise. The 
correlation matrix can be expressed as a sum of several 
components 

 nMUIIISI NEE RRRRu 00   (3) 

where E0, EI and N0 are the symbol energies of the 
respective signal components. Matrixes R, see (8-10), are 
squared; their dimension depends only on the number of 
fingers (JxJ dimension). The finger outputs are multiplied 
by the combining coefficients and added up to form 
decision statistic z 

 yw Hz  . (4) 

The combining coefficients are calculated by using (2). 
Particular components of that equation can be calculated by 
using the following equations 

 dE yh 0  (5) 

where yd is the discrete form of the desired received signal 
(the desired component of received signal). Regarding (3), 
the following equations are examples of calculating 
element R(d1, d2), see [1] 
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where L is the number of channel paths, gl and l are the 
complex channel coefficient and delay for the lth path, 
respectively. Rp(t) is the autocorrelation function of the 
chip pulse shape p(t) 
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Particular components of equation (3) can be calculated by 
using the following simplified equations, see [1] 
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where SF is the spreading factor and Tc is the chip 
duration. According to Fig. 1, to calculate the combining 
coefficients it is necessary for the receiver to know the 
radio channel parameters, spreading and scrambling codes, 
autocorrelation of the chip pulse shape, and finger 
placement. 

2.3 Simulation Parameters 

A mathematical model of UMTS downlink was 
created in MATLAB. This model was based on [1] and 
3GPP specifications, see [7]. The channel (its baseband 
equivalent) was assumed to be time invariant with three 
paths. All paths were separated with one chip (delays were 
0, 1 and 2 chip periods) and their relative amplitudes were 
0, -3 and -8 dB. All simulations were done with these 
parameters: number of active users in downlink = 1 up to 
32, spreading factor SF = 32, one realization with 600 up 
to 2400 transmitted bits. Parameter i, which is included in 
(8) and (9), was established within the range <-10, 10>. All 
simulation results (figures) were approximated by 
polynomial functions.  

Fig. 2 shows the simplified block scheme of the 
model designed. The binary data of each user are QPSK 
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mapped and then the channel and scrambling codes are 
applied. Signals of all users in the cell are added up and 
passed through SRRC filter with the roll-off factor = 0.22. 
The obtained signal passes through channel model and the 
received signal r(t) is processed by G-RAKE and RAKE 
receivers. 

 
Fig. 2. Schematic structure of downlink simulated model. 

3. Multiuser Detection 
The problem with interference is especially 

significant in the case of uplink. Every UE (User 
Equipment) uses its unique scrambling code. These codes 
are not orthogonal, so interference appears. Whereas 
downlink is limited by the number of orthogonal codes, 
uplink is interference limited. Multiuser techniques could 
be used to improve received signal detection and thus 
increase system capacity. Uplink multiuser detection and 
generalized uplink multiuser detection are introduced in 
this section, which is based on [8]. Another approach to 
multiuser detection can be found in [9], [10] and [11], for 
example. 

3.1 Uplink Multiuser Detection 

Uplink multiuser detection (UMUD) refers to joint 
detection of all users in the cell of interest. It enables 
suppressing intracell interference. The base station (Node 
B) receives the signal    

 ndAr   (11) 

where r denotes the vector of received samples, A is the 
system matrix, d is the vector of multiplexed transmitted 
symbols of all users in the cell of interest, and n is the 
vector of AWGN with n

2 variance. The system matrix is 
composed of vectors which correspond to the spreading 
and scrambling codes. These vectors are convolved with 
their respective channel impulse responses. The principle 
of symbol multiplexing and the system matrix generation 
are shown by using a simple example. It is assumed there 
are 3 users. Each user is defined by their vector, so there 
are 3 vectors: a, b and c. Each vector is, for simplification, 
defined by only 2 elements. Each user transmits only 2 bits 
(or dibits) dk1 and dk2. If noise is neglected, then equation 
(11) can be expressed in the form     
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In the ideal case, a perfect knowledge of channel, 
spreading and scrambling codes and zero noise are 
assumed. Symbol recovery could be done by using the 
inverse matrix 

 rAdr  1 . (13) 

In an unideal case, the recovered vector of transmitted 
symbols dr can be found by using the MMSE (Minimum 
Mean Square Error) approach, which leads, according to 
[8], to 

 rAIAAdr   HH 12 )(   (14) 

where I is the identify matrix, 2 = n
2 + i

2, where i
2 is 

the variance of AWGN caused by users from neighboring 
cells.     

3.2 Uplink Generalized Multiuser Detection 

The UMUD regards signals from other cells as noise. 
The UGMUD (Uplink Generalized Multiuser Detection) 
takes these signals as an intracell signal, so it includes not 
only intracell but also intercell interference. Equation (11) 
turns into 
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i
ii

1

ndGndAr . (15) 

System matrix G includes system matrixes of neighboring 
J cells 

  JAAAAG ...321  (16) 

where di is the vector of multiplexed data of all users under 
consideration 

    ...
T

321
T
J

TTT ddddd  . (17) 

Equation (14) turns into  

 rGIGGdr   HH 12 )(  . (18) 

The algorithm requires the knowledge of propagation 
channels from all users to the desired base station and all 
spreading and scrambling codes of all users.  

3.3 Simulation Parameters 

The program used for the simulation of the above 
multiuser detection algorithms is a modified version of the 
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program for downlink, see subsection 2.3. The system 
model is shown in Fig. 3. A few simplifications were done: 
Signal spreading is the same as the UMTS uplink while 
scrambling is the same as for the downlink. The system 
matrixes G and A are quite complex to design, so there are 
a few simplifications again: All channel models for all 
users were assumed to be the same, 2 was set to the value 
0.1. The channel (its baseband equivalent) was assumed to 
be time invariant with three paths. All paths were separated 
with one chip (delays were 0, 1 and 2 chip periods) and 
their relative amplitudes were 0, -10 and -20 dB. Note that 
the multipath scenario (respective channel impulse 
responses) was not included in the system matrixes in this 
paper. All simulations were done with these parameters: 
spreading factor SF = 32, 10000 realizations. All simula-
tion results (figures) were approximated by polynomial 
functions. 

 
Fig. 3. Schematic structure of simulated model. 

4. Blind Adaptive Multiuser Detection 
Blind adaptive multiuser detection (denoted BMUD) 

will be introduced in this section. The algorithm was 
described in [12], where its more detailed description and 
derivation of several equations can be found (That is not 
the purpose of this paper.). This section is based on the 
above source. The proposed algorithm is quite simple. It 
requires only the same information as a conventional 
matched filter (Hence blind multiuser detection.). The 
algorithm could be implemented in uplink and in downlink. 
The algorithm (detector) is based on the minimization of 
the mean output energy (by using x1, see (20)). The im-
pulse response of the detector is decomposed into two 
orthogonal components, see Fig. 4: 

 Spreading sequence of the user of interest s1. 

 Adaptive component x1, which is orthogonal with 
respect to s1.  

4.1 Detector Derivation 

The conventional matched filter is based on the 
equation 

    







 



SF

j

jjib
1

1,sgn cy  (19) 

where b is the estimated transmitted data symbol of the 
user of interest, y[i, j] is a part of the received signal (the 
vector of received samples in the ith observation interval of 

a length equal to the spreading factor) and c1 = s1 
(spreading sequence of the user of interest). The impulse 
response of BMUD is decomposed into two orthogonal 
components 

 111 xsc  . (20) 

BMUD was derived from MMSE (Minimum Mean 
Square Error) multiuser detector and also from minimum 
output energy detector. This could be viewed as a sensible 
approach. The output energy of the detector is a sum of the 
energy due to desired signal and the energy due to inter-
ference. It is assumed that interference is uncorrelated with 
the desired signal. 

 
Fig. 4. Schematic structure of BMUD detector. 

It is obvious that the impulse response has to be 
decomposed into two orthogonal components. In other 
cases, output energy minimization will result in a simple 
but impracticable solution: c1 = 0. It is assumed that 
receiver treats a received waveform (sampled) y[i][0, T] 
in the ith interval [iT, iT+T], T is the data symbol duration. 
The following equations correspond with Fig. 4 
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The only but quite important unknown is the adaptive 
orthogonal vector x1. Its derivation is introduced in [12], 
here only the results are presented 

   111 ][iZ[i]-1]-[i[i] syxx  iZMF . (23)  

The  value defines the algorithm step size. It can be set to 
[i] = 1/i, then the algorithm converges to MMSE detector. 
In the case of multipath scenario, equation (23) changes to  
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where 1 is the Lagrangian multiplier chosen such that: 
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4.2 Simulation Parameters 

The program used for the simulation of the blind 
adaptive multiuser detection algorithm is the same as the 
one used for G-RAKE simulation, see subsection 2.3. All 
simulations were done with these parameters: spreading 
factor SF = 32, one realization with 2400 transmitted bits. 
Vector x1 was the zero vector at the beginning of the 
simulation. After equation (28) was satisfied, x1 was re-
placed by zero vector again. The Gram-Schmidt process 
was used (in each iteration) to ensure orthogonality condi-
tion between s1 and x1. Step size  was set according to the 
stability condition, see [12] 
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k k SFA
1
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1  (27) 

where K is the number of transmitting users in the system, 
and Ak is the received amplitude of user k. 
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All simulation results (figures) were approximated by 
polynomial functions. 

5. Simulation Results 
This section presents the results of the simulations 

performed. Some results have already been published in 
[13]. The aforementioned algorithms are compared with 
one another and also with the matched filter. BER (Bit 
Error Rate) was chosen as a parameter for the comparison 
of these algorithms.  

5.1 G-RAKE Receiver 

Fig. 5 shows a comparison of matched filter, RAKE 
receiver and G-RAKE receiver.  

 
Fig. 5. Comparison of matched filter, RAKE and G-RAKE 

receiver. 

A relationship between BER and the number of users in 
downlink is presented there. RAKE uses 3 fingers at 0, 1 
and 2 chip period positions and its combining coefficients 
correspond with channel coefficients. The matched filter is 
placed at 0 chip period position. G-RAKE uses 4 fingers at 
-1, 0, 1 and 2 chip period positions and its combining 
coefficients are calculated by using (2). Fig. 5 shows that 
using a novel approach of computing the combining 
coefficients and only one extra finger at extra position, 
which does not match with any propagation path, enables 
increasing the system performance. By using G-RAKE 
instead of RAKE it is possible to decrease the BER or to 
increase the number of users in the system.   

Fig. 6 shows a comparison of G-RAKE receiver 
performance for different numbers of fingers and for their 
different placements. G-RAKE a has 4 fingers at -1, 0, 1 
and 2Tc (chip periods) positions. The other versions of    
G-RAKE are the same ones as G-RAKE a is, but they have 
some extra fingers. G-RAKE b has 1 extra finger at 3Tc 

position. G-RAKE c has 1 extra finger at -2Tc position.   
G-RAKE d has 2 extra fingers at -2 and 3Tc positions.     
G-RAKE e has 2 extra fingers at -3 and -2Tc positions.  

 
Fig. 6. Comparison of G-RAKE receiver performance for its 

different finger placements. 

This simulation shows that increasing the number of 
fingers decreases BER. However, this need not be true in 
the case of good signal quality (low interference signal), 
where extra fingers may cause a slight decrease in 
performance. These extra fingers deal with signals that 
correspond to no multipath components and in the case of 
good signal quality they add noise. Fig. 6 also shows that 
a better performance can be achieved by using finger 
positions which were placed before channel delays. 

Fig. 7 shows a comparison of G-RAKE receiver 
performance for different numbers of fingers and different 
numbers of channel paths. In this case, all paths were 
separated with one chip (delays were 0, 1, 2 and 3 chip 
periods) and their relative amplitudes were 0, -3, -8 and  
-12 dB. This simulation uses SF = 16 and the constant 
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number of users = 15. The simulation shows that the 
maximum performance is achieved by using approximately 
twice as many fingers as channel paths, as given in [1]. 
Additional fingers do not increase the performance, or only 
very slightly, but they cause a sharp increase in computing 
power demands. 

 
Fig. 7. Comparison of G-RAKE receiver performance for 

different multipath channels. 

 
Fig. 8. RAKE and G-RAKE receiver performance for inexact 

channel estimates. 

Fig. 8 shows a comparison between RAKE receiver 
and G-RAKE receiver for inexact channel estimates. In 
case a (RAKE a and G-RAKE a), the channel estimate is 
perfect. In case b, there is a 20% error of channel estima-
tion (the values of relative amplitudes, which were used by 
the receiver, were decreased by 20%). And finally in case 
c, there is a 40% error of channel estimation. The simula-
tion shows that G-RAKE is much more sensitive to inexact 
channel estimate than RAKE. It will be necessary to be 
careful of the channel estimate in order not to decrease the 
performance of the receiver. 

5.2 Multiuser Detection 

A comparison between matched filter and UMUD 
algorithm, see (14), is shown in Fig. 9. This simulation 
shows that it is possible to partially increase the system 
performance by using multiuser detection, even in the case 
when multipath scenario is not included in the system 
matrix. 

 
Fig. 9. Performance of UMUD algorithm. 

A comparison between matched filter, UMUD algo-
rithm, see (14), and UGMUD algorithm, see (18), is shown 
in Fig. 10. In this case, BER is a function of the number of 
neighboring cells; each cell contains two users. BER for all 
algorithms refers to the detection of both users in cell 1. 
Because the cell of interest contains a constant number of 
users (2 users), UMUD has only a slightly better perform-
ance than matched filter. If there were more users, its per-
formance would be better. The UGMUD (its system ma-
trix) involves also the detection of neighboring cells, so its 
performance it the best. This algorithm is quite complex 
and requires plenty of information about the system and its 
users, but it is able to significantly increase the system 
performance.  

  
Fig. 10. Comparison of UMUD and UGMUD algorithms. 
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5.3 Blind Adaptive Multiuser Detection 

A comparison between the conventional matched 
filter and the BMUD algorithm, see (22) and (24), is shown 
in Fig. 11. This figure shows the results for two types of 
the propagation channel. The first case (BMUD 1 and 
Matched filter 1) assumed an almost ideal channel. It had 
three paths. All paths were separated with one chip (delays 
were 0, 1 and 2 chip periods) and their relative amplitudes 
were 0, -40 and -43 dB. The second case (BMUD 2 and 
Matched filter 2) assumed the same channel which was 
introduced in subsection 2.3. The performance of BMUD 
is quite surprising. Its performance is worse than the 
performance of conventional matched filter in both cases. 
Note that the "Matched filter 1" curve is not visible in 
Fig. 11. This is because of the fact that BER of the matched 
filter is equal to zero in this case.  

 
Fig. 11. Comparison of BMUD algorithm and matched filter 

for OVSF codes. 

Fig. 12 shows a comparison between the conventional 
matched filter and the BMUD algorithm. Note the differ-
ence between Fig. 11 and Fig. 12 simulation parameters. 
The previous simulation, Fig. 11, uses orthogonal (OVSF) 
spreading codes (for channel coding). This simulation, 
Fig. 12, uses pseudorandom spreading codes. This figure 
shows the results for three types of the propagation chan-
nel. The first case (BMUD 1 and Matched filter 1) assumed 
an almost ideal channel. It is the same one as in the first 
case used for Fig. 11 (relative amplitudes were 0, -40 and  
-43 dB); 1 = 0.01, see (24). The second case (BMUD 2 
and Matched filter 2) assumed another type of multipath 
channel. It had three paths again. All paths were separated 
with one chip (delays were 0, 1 and 2 chip periods) and 
their relative amplitudes were 0, -9.1 and -11.4 dB; 
1 = 1.0. The third case (BMUD 3 and Matched filter 3) 
assumed the same channel which was introduced in subsec-
tion 2.3; 1 = 10. Note that the "Matched filter 3" curve 
coincides with the "BMUD 3" curve and the "Matched 
filter 1" curve partially coincides with the "Matched filter 
2" curve. Fig. 12 shows that the performance of BMUD is 
better than (or at least the same as) the performance of the 

matched filter in all three cases. Fig. 12 also shows that the 
worse the channel is (the bigger relative amplitudes it has), 
the smaller the difference is between the matched filter and 
BMUD. Fig. 12 proves that BMUD is able to achieve 
a better performance than the conventional matched filter, 
but only for a special case of channel coding. It requires 
pseudorandom spreading codes. This feature makes it im-
possible to use this algorithm in modern systems, e.g. in 
UMTS.  

 
Fig. 12. Comparison of BMUD algorithm and matched filter 

for pseudorandom codes. 

6. Conclusion 
A brief description of the Generalized RAKE re-

ceiver, Uplink generalized multiuser detection, Blind 
adaptive multiuser detection and some simulation results 
were given in this contribution.  

G-RAKE appears to be able to improve system ca-
pacity by using only a few additional fingers and a novel 
method of computing the combining coefficients. The 
maximum gain could be achieved by using twice as many 
fingers as channel paths. It should be noted that increasing 
the number of fingers means a bigger requirement for mo-
bile station computing power. So the number of fingers 
will be a trade-off between the mobile station computing 
power and the required performance. G-RAKE is quite 
sensitive to inexact channel estimates, thus it will be neces-
sary to be careful of this feature.  

Uplink generalized multiuser detection appears to be 
able to improve the system capacity by providing joint 
detection of a great number of users in the system. The 
simulations introduced were partly simplified and thus the 
real properties and possible benefits of UGMUD should be 
verified by much more complex simulations or under real 
conditions.     

Blind adaptive multiuser detection is able to give 
a better performance than the conventional matched filter, 
but only in the special case when pseudorandom spreading 
codes are used. Its performance is equal to the matched 
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filter performance or even worse when orthogonal spread-
ing codes are used. This property makes it impossible to 
use this detector in systems like UMTS, for example.  

Both above mentioned receivers (G-RAKE and 
UGMUD) appear to have potential benefits for CDMA 
systems, so their future research is recommended.  
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