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Abstract. There are many error concealment techniques 
for image processing. In the paper, the focus is on restora-
tion of image with missing blocks or macroblocks. Differ-
ent methods can be optimal for different kinds of images. In 
recent years, great attention was dedicated to textures, and 
specific methods were developed for their processing. 
Many of them use classification of textures as an integral 
part. It is also of an advantage to know the texture classifi-
cation to select the best restoration technique. In the paper, 
selection based on texture classification with advanced 
local binary patterns and spatial distribution of dominant 
patterns is proposed. It is shown, that for classified tex-
tures, optimal error concealment method can be selected 
from predefined ones, resulting then in better restoration. 
For testing, three methods of extrapolation and texture 
synthesis were used.     
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1. Introduction 
The transmission of images coded by block or seg-

ment based techniques via a noisy channel [5] may lead to 
block or segment loss. Therefore error detection and con-
cealment at the decoder side has to be applied. Commonly, 
spatial error concealment is used. It utilizes the surround-
ing correctly received image information to restore the 
damaged or missing pixels. A standard approach [4] as-
sumes that the image content is changing smoothly. Hence 
the algorithm tries to restore the transition across the block 
boundary as smooth as possible. The extrapolation-based 
method of [25] tries to reconstruct the missing pixels as 
a weighted linear combination of correctly received pixels. 
Hence, the method is computationally very complex. The 
transmission of block-coded image data via wireless chan-
nel is described in [6]. Very interesting and novel method 
for spatial error concealment based on successive extrapo-
lation of missing blocks is described in [7]. Method for 
error concealment using neural networks for block-based 
image coding is described in [26]. 

The texture of an image might be defined broadly as 
the interrelationships between pixels in that image. The 
ability to analyze and manipulate image texture has a num-
ber of interesting applications. The simplest application is 
to create a new image with the same texture but of different 
size and shape to a sample image. Seamless editing of 
images is also a possibility. For example an object could be 
removed from an image by synthesizing a new section of 
the background texture over the top of it. These applica-
tions all rely on the ability to re-synthesize a sample texture 
to fit a variety of constraints. 

In automated systems, it is difficult to decide which of 
the methods offered would be the most successful one. As 
selection method, one of the texture classification methods 
is proposed here. 

The Brodatz texture database [10], VisTex [11] and 
Simoncelli personal database [12] were used as a source.  

2. Synthesis 

2.1 Non-hierarchical Procedure for Re-
synthesis of Complex Textures 

Procedure for synthesis of an image with the same or 
similar texture as a given input image was proposed by 
Harrison in [3]. To achieve this, the output image is built 
up by successively adding pixels selected from the input 
image. Pixels are chosen by searching the input image for 
patches that closely match pixels already present in the 
output image. It is shown that the accurate reproduction of 
features in the input texture depends on the order in which 
pixels are added to the output image. A procedure for se-
lecting an ordering which transfers large complex features 
of the input to the output image is described. This proce-
dure is capable of reproducing large features even if only 
the interactions of nearby pixels are considered. 

2.2 Discrete Orthogonal Transforms for 
Gappy Image Extrapolation 

Papers [1], [2], and [8] present different methods for 
approximation of non-square areas. The texture of an area 
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is successively approximated and then cut to the shape of 
the segment. The same principle is used in this paper for 
error concealment by estimating the missing image content 
using the surrounding area belonging to the same object, 
thus (supposedly) having the same texture pattern. The 
image content of the known segments is successively ap-
proximated using DCT II [9] and the missing segment is 
obtained by extrapolation [25] (also [7]). 

2.3 Object Removal by Exemplar-Based 
Inpainting 

Algorithm is proposed for removing large objects 
from digital images. The challenge is to fill in the hole that 
is left behind in a visually plausible way. In the past, this 
problem has been addressed by two classes of algorithms: 
1. “texture synthesis” algorithms for generating large 
image regions from sample textures, and 2. “inpainting” 
techniques for filling in small image gaps. The former 
work well for “textures” – repeating two dimensional pat-
terns with some stochastic; the latter focus on linear 
“structures” which can be thought of as one-dimensional 
patterns, such as lines and object contours. 

[6] presents algorithm that combines the advantages 
of these two approaches. Exemplar-based texture synthesis 
contains the essential process required to replicate both 
texture and structure; the success of structure propagation, 
however, is highly dependent on the order in which the 
filling proceeds. Authors propose a best-first algorithm in 
which the confidence in the synthesized pixel values is 
propagated in a manner similar to the propagation of in-
formation in inpainting. The actual color values are com-
puted using exemplar-based synthesis. Computational 
efficiency is achieved by a block based sampling process. 

3. Classification 
In this part, the requirements for classifier selection 

will be defined and the classifier will be selected. 

Invariance towards external effects as rotation, scal-
ing, illumination, etc. are usually not required for similar 
applications. Naturally, a model with some of these char-
acteristics will be preferred, if it does not result in substan-
tial increase of time or memory demands of the algorithm. 
Computational complexity will be one of the important 
factors. The most important attribute for decision will be 
the success rate of classification.  

Since for the classification algorithm here, usually no 
requirements are strictly defined, we will select the model 
that solves the problem as good as possible, which is the 
representation that is computationally effective as well as it 
guarantees high success rate of the classification. Invari-
ance features are naturally an advantage.  

If we consider conclusions from [13, 14, 15, 16, 17, 
20, 21, 19], the best results from the success rate point of 

view were acquired using Markov random fields (in par-
ticular, VZ-classifier), local binary patterns and advanced 
local binary patterns with spatial distribution of dominant 
patterns. Success rate of the classification approached 
100%. From other methods, model for DCT coded images 
could be mentioned. This representation should be used in 
applications, where DCT coded images should be classified 
(as JPEG, for example). In this case it is a great advantage 
compared to other methods, that it does not require conver-
sion to bitmap format, which saves time for processed 
image. For photorealistic images, PCA and neural net-
works [18] are successfully used for classification. 

Local binary patterns (LBP) have one great advantage 
compared to VZ-classifier. It is their invariance feature 
regarding rotation and histogram equalization. Rotation 
invariance results from the used operator, which, in turn, 
generates computational requirements increase, because for 
each computed local binary pattern, the one with the lowest 
value must be found, which means to do bit shifting. In-
variance towards histogram equalization comes directly 
from the definition of LBP operator. If for two neighboring 
pixels i and j holds  xi ≠ xj, where  xi  is luminance for pixel 
i, this inequality holds also after histogram equalization. 
And, as LBP operator is based on these inequalities, histo-
gram equalization has no influence. On the contrary, it is 
mentioned in [24], that for using VZ-classifier in preproc-
essing phase, it is necessary to do image luminance nor-
malization to get invariance towards linear variations of the 
luminance within all images.  

Therefore, invariance towards rotation or histogram 
equalization for LBP would not bring increase of algorithm 
time demand. Another advantage of LBP compared to VZ-
classifier is, that components of feature vector for LBP are 
known before, on the other hand, for VZ-classifier are 
acquired using k-means clusterisation in training phase, 
which slows the process down. 

If we decide to use local binary patterns for represen-
tation, either local binary patterns as used by Ojala [20] 
(LBP), or advanced local binary patterns with spatial dis-
tribution of dominant patterns from Liao and Chung [14] 
(ALBP) might be employed. The difference between them 
is using the spatial distribution of dominant patterns. To 
create representing grey level aura matrix is time and 
memory consuming operation, but it can bring significant 
increase of probability of correct classification. The deci-
sion is, in this case, very subjective. For this research, 
ALBP classifier was selected. Computational complexity 
can be decreased using only one neighborhood. In [20], 
LBP was tested with more types of LBP operator. In some 
cases, combination of more neighborhood types was used, 
leading to success rate increase. In [14], more than 99% of 
textures were correctly classified. Unfortunately, the paper 
does not specify what type of the neighborhood was used. 
LBP model using 3 x 3 neighborhood reached success rate 
slightly over 80%. It should be mentioned, that certain 
improvement can be brought by feature of advanced local 
binary patterns, that is, to create a feature vector, where not 
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only uniform patterns are used, but also 20 of the most 
frequent (dominant) from all patterns. 

Feature vector plays a central role in the algorithm. It 
is a representation of the texture describing the texture 
characteristics as accurately as possible. Required property 
of the feature vector is, that it should be specific for each 
texture class. It means that, in Euclidean space, vectors of 
textures from one class should be close to each other and 
vectors from textures from different classes should be 
further from each other. Our feature vector will be ALBP 
representation. To acquire a model for the image, the pro-
cedure is: For each pixel, its value is computed. It is saved 
into the pattern matrix with dimensions same as input 
image (without margins for which LBP is not computed). 
At the same time, occurrence frequencies for the patterns 
are saved. After going through all pixels we define 20 most 
frequently used patterns in the texture, other counts are 
reset to zero. Number of occurrences of the most frequent 
patterns is used as a factor to divide the number of occur-
rences of each pattern, which gives us the probability of 
this pattern occurrence in the image (more precisely – 
probability of occurrence with regard to dominant 
patterns). 

Pattern matrix shall be modified as well. If the matrix 
includes the pattern belonging to 20 of the most frequent 
patterns in the image, value there is 1, otherwise it is 0. 
From the modified matrix, luminance matrix of aura is 
created, having 4 components that are normalized after-
wards.  

Feature vector will be created using probability values 
pertaining to local binary patterns. They shall be ordered 
by LBP values. Values from normalized aura matrix will 
be added to the vector. Overall, the feature vector will have 
a dimension 40 (36 unique local binary patterns + 4 
components of aura matrix). 

Before starting the classification, database of prede-
fined classes is created. In machine learning, this is called 
supervised learning. K textures are selected from each 
class. Number of textures must remain the same for each 
class. For each of the textures, a model (feature vector) is 
created, ALBP in our case. This model, together with class 
label that it belongs to, is saved into the database. In this 
way we get the database for m classes, that contains m × k 
unique vectors. The system is then ready for classification. 

Classification procedure: Input image shall be catego-
rized into one of the classes defined in training phase. As 
first, ALBP model is created for the image. To find the 
correct class, “k nearest neighbors” classifier is used. It is 
suitable for linearly inseparable classes. Two classes are 
linearly inseparable in n-dimensional space, if there exists 
(n-1)-dimensional super plane dividing these classes. It is 
evident that the class pairs from training phase may not 
have this feature, and they actually often do not have it. 

Algorithm “k nearest neighbors” is: Input image fea-
ture vector distance from database vectors is found, where 
Euclidean metrics is used. From trained database, k vectors 

nearest to input image are selected. The image is assigned 
to class most often present. 

4. Solution 
To select a method for error masking in textured 

images, we have two possibilities.  

1. Classify a damaged texture correctly – define 
a class, for which one of the masking methods is substan-
tially more effective compared to others, and proceed as 
[23]. 

2. Use all available error masking methods and use 
corrected images as classifier training. Corrected image 
with one classification method is a class. For testing, un-
damaged part of the image is used. Corrected image is 
classified based on the classification of undamaged part. 

Training on Brodatz texture database [10], procedure 
(1) results were very unconvincing, therefore we decided 
to use procedure (2) (Fig. 1). Software classifier [22] was 
used, that is implementation of [14]. 

CLASSIFICATION
ALBP+SDDP

UNDAMAGED
PART

ERROR
DETECTION

CLASSES
OF DATABASE

SYNTHESIS
METHOD
SELECTION

INPUT 
TEXTURE

OUTPUT
TEXTURE

SI WHT

SI DCCT

SI DST I

SI DCT II

HARRISON

INPAINTING

8 x 8

16 x 16

16 x 256

SYNTHESIS

 
Fig. 1. Masking method selection procedure. Input texture is 

classified by its undamaged part (ALBP-advanced 
local binary patterns, SDDP-spatial distribution of 
dominant patterns), suitable synthesis method is 
selected accordingly (SI -shape independent transform) 
and applied to recover the erroneous or missing part.   

5. Results 
Depending on the way how the texture images were 

acquired, they can be divided into natural (photographic) 
and artificial images. Photographic texture images are 
mostly natural textures (grass, clouds, water, etc.), pictures 
of fabric textures, patterns, materials, etc. One of the most 
common divisions of texture images is based on geometric 
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adjustment of inside objects. By periodicity, textures are 
divided to [12]: 

 periodic - mostly artificial texture images generated 
exactly according to the specified rules (Fig. 2 a); 

 pseudo-periodic - artificial textures generated with no 
specific rules (e.g. by adding boundary tolerance or 
probability distribution of pattern's appearance ) or 
natural texture images (Fig. 2 c); 

 non-periodic - artificial textures with random added 
patterns (Fig. 2 b, f) or natural patterns with random 
(Fig. 2 e) or structured (Fig. 2 d) placed patterns. 

  
a)        b) 

  
c)        d) 

  
e)         f) 

Fig. 2. Damaged images: (a) checkerboard, (b) jdice, (c) D3, 
(d) grains, (e) bark, (f) bullseye. 

When the images are sent through the channel using 
block-oriented compression techniques, they are error 
prone. Images received can contain errors. These errors 
occur as missing individual blocks or a group of blocks. In 
the experiment we examined both types of errors – missing 
isolated blocks and group of missing successive blocks. 
For the block loss, reconstruction techniques for missing 
8x8 blocks (as in JPEG coding) or 16x16 macroblock (as 
in video coding) were examined. For group of successive 
blocks, we can consider loss of blocks across the image, 
therefore dropped image part of size 16x256 pixels. 

Tab.1 shows the results on selected textures from 
each of the mentioned classes when using three listed 
masking approaches and three error types. ALBP was used 
for classification. The images are shown in Fig.2 - Fig.8. 
 

missing 8x8 block DCT Harrison Inpainting 
PSNR 42.21 infinity infinity checkerboard
ALBP  X  
PSNR 13.65 24.24 29.95 jdice 
ALBP   X 
PSNR 17.00 19.16 13.57 D3 
ALBP X   
PSNR 15.36 13.79 13.47 grains 
ALBP X   
PSNR 13.90 13.06 13.63 bark 
ALBP X   
PSNR 36.33 38.94 36.02 bullseye 
ALBP X   

 
missing 16x16 block DCT Harrison Inpainting 

PSNR 47.63 38.581 infinity checkerboard
ALBP X   
PSNR 6.20 6.78 28.13 jdice 
ALBP   X 
PSNR 13.78 15.49 15.55 D3 
ALBP   X 
PSNR 10.10 13.10 12.36 grains 
ALBP  X  
PSNR 11.19 13.05 11.26 bark 
ALBP  X  
PSNR 38.44 13.56 30.14 bullseye 
ALBP X   

 
missing 16x256 slice DCT Harrison Inpainting 

PSNR 48.46 9.39 34.29 checkerboard
ALBP X   
PSNR 12.78 14.74 10.70 jdice 
ALBP   X 
PSNR 11.37 11.26 11.20 D3 
ALBP X   
PSNR 7.71 8.56 8.85 grains 
ALBP   X 
PSNR 12.13 12.77 12.27 bark 
ALBP X   
PSNR 36.01 11.19 12.93 bullseye 
ALBP X   

Tab. 1. Results on selected textures (X denotes classification 
result from the 3 reconstructed images, shading means 
the best result). 

6. Conclusion 
Tab. 1 shows, that the results of ALBP classifier are 

not equivalent to results produced by PSNR in five out of 
eighteen cases, however, for textures “checkerboard” and 
„bark“, results produced by PSNR from three masking 
types are very similar, therefore it can be stated that it does 
not correspond in three out of fifteen cases. 

Paper [27] shows content-based image error detection 
and error concealment algorithm for improving the image 
quality degraded during its transmission over wireless 
channel The damaged image blocks are detected by ex-
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ploring the contextual information in images, such as their 
consistency and edge continuity. The statistical character-
istics of missing blocks are then estimated based on the 
types of their surrounding blocks (e.g., smoothness, texture 
and edge). Finally, different error concealment strategies 
are applied to different types of blocks in order to achieve 
better visual quality.  

  
a)        b) 

  
c)        d) 

Fig. 3. Missing strip of blocks reconstruction: (a) original 
picture checkerboard and results: (b) transformational 
extrapolation, (c) re-synthesis and (d) inpainting. 

  
a)        b) 

  
c)        d) 

Fig. 4. Missing strip of blocks reconstruction: (a) original 
picture jdice and results: (b) transformational extrapo-
lation, (c) re-synthesis and (d) inpainting. 

  
a)        b) 

  
c)        d) 

Fig. 5. Missing strip of blocks reconstruction: (a) original 
picture D3 and results: (b) transformational extrapola-
tion, (c) re-synthesis and (d) inpainting. 

  
a)        b) 

  
c)        d) 

Fig. 6. Missing strip of blocks reconstruction: (a) original 
picture grains and results: (b) transformational ex-
trapolation, (c) re-synthesis and (d) inpainting. 

  
a)        b) 
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c)        d) 

Fig. 7. Missing strip of blocks reconstruction: (a) original 
picture bark and results: (b) transformational extrapo-
lation, (c) re-synthesis and (d) inpainting. 

  
a)        b) 

  
c)        d) 

Fig. 8. Missing strip of blocks reconstruction: (a) original 
picture bullseye and results: (b) transformational ex-
trapolation, (c) re-synthesis and (d) inpainting. 

Our experiment proves that there is no error conceal-
ment method that brings generally speaking satisfactory 
result for all types of textures. The experiment shows, that 
reverted procedure using the classifier for masking 
purposes is a suitable method for evaluation of results from 
different kinds of texture synthesis algorithms. Therefore, 
the distance of feature vectors can be considered as a suit-
able objective criterion to substitute MSE or PSNR espe-
cially in cases, where these criteria can not be used because 
the parts of image are missing. As a result we propose this 
method for selection of masking procedure as suitable one.  
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