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Abstract. The input signals of brain computer interfaces 
may be either electroencephalogram recorded from scalp 
or electrocorticogram recorded with subdural electrodes. 
It is very important that the classifiers have the ability for 
discriminating signals which are recorded in different 
sessions to make brain computer interfaces practical in 
use. This paper proposes a method for classifying motor 
imagery electrocorticogram signals recorded in different 
sessions. Extracted feature vectors based on wavelet 
transform were classified by using k-nearest neighbor, 
support vector machine and linear discriminant analysis 
algorithms. The proposed method was successfully applied 
to Data Set I of BCI competition 2005, and achieved 
a classification accuracy of 94 % on the test data. The per-
formance of the proposed method was confirmed in terms 
of sensitivity, specificity and Kappa and compared with 
that of other studies used the same data set. This paper is 
an extended version of our work that won the Best Paper 
Award at the 33rd International Conference on Telecom-
munications and Signal Processing. 
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1. Introduction 

One of fundamental aim of Brain Computer Interface 
(BCI) research is to enable paralyzed patients to control a 
computer, a robotic arm or a variety of neuroprosthesis by 
constructing an interface. The input signals of BCIs may be 
either electroencephalogram (EEG) recorded from scalp or 
electrocorticogram (ECoG) recorded with subdural 
electrodes [1], [2]. 

EEG based BCIs are easy to use. However, because 
of their low spatial resolution it is difficult to predict 
subject’s wishes and often require extensive user training 
sessions. Also, information transfer rate of such systems 
are still low [3], [4]. One method to boost predicted wishes 
accuracy (classification accuracy) of the subject is to 
increase the quality of input signal of a BCI system. In con-

trast with EEG, ECoG signals have better spatial resolution 
and higher signal to noise ratio [5]. These properties pro-
vide advantages to ECoG to be used as an input signal 
source of BCIs with positive results. 

Recent studies seek to design appropriate preproc-
essing, feature extraction and classification algorithms 
suited to a motor imagery BCI application [6]. Different 
preprocessing algorithms have been proposed as input for 
a BCI, such as principal/independent component analysis 
(P/ICA) [7], [8], filtering methods (e.g. Laplacian filtering, 
time-frequency filtering) [9], [10], normalization methods 
(e.g. time domain normalization, noise normalization) [10], 
[11] and subsampling [12]. 

Leuthardt et al. reported for the first time that ECoG 
activity can enable users to control one-dimensional com-
puter cursor rapidly and accurately [13]. They achieved 
74–100% classification accuracy (CA) in a one-dimen-
sional binary task study with four epilepsy patients over 
brief training periods of 3–24 minutes by modulation of 
carefully chosen spectral power features that are selected 
via a screening task. Lal et al. classified ECoG data from 
tongue and hand imagined movements [14]. They used 
autoregressive model coefficients as features for each 
channel, and recursive channel elimination for selecting the 
best channels for classification. They achieved classifica-
tion accuracy of 82.5% using 1.5 seconds data with only 
two channels. In another ECoG based study Graimann et 
al. used wavelet packet analysis and genetic algorithms for 
selecting features related to event-related desynchroniza-
tion and synchronization (ERD/ERS) that detect single-trial 
movement of body parts such as finger and lip [15]. They 
reported the presence of ERD/ERS features in delta 
(<3.5 Hz), beta (12.5-30 Hz) and gamma (70-90 Hz) bands 
associated with onset of a single discrete movement. And 
Symlet wavelets were found to be suitable for the analysis 
of the ERD of the brain rhythms by them. 

In this study, we propose a method for classifying 
motor imagery ECoG signals recorded in different ses-
sions. The method consists of three main parts as preproc-
essing, feature extraction based on Wavelet transform 
coefficients (WTCs) and the classification of motor 
imagery ECoG signals with k-nearest neighbor (k-NN), 
support vector machine (SVM) and linear discriminant 
analysis (LDA) algorithms. This idea was first presented in 
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[16]. Here, we further study the properties of the method 
and provide more theory and experimental results. More 
detailed analysis of the results is also presented by calcu-
lating three metrics: sensitivity, specificity and Kappa 
coefficient. The block diagram of the proposed method, 
shown in Fig. 1, summarizes the technical concepts. The 
details of the block diagram are described in the following 
sections. 

For a BCI application, utilizing classification algo-
rithm which provides higher classification accuracy, using 
fewer channels and features that are more representative of 
the tasks are key issues for efficient communication and 
control. The Data Set I signals, which are described in 
section 2 in detail, were also analyzed with different meth-
ods by other researchers. A performance comparison with 
those of other studies is provided in terms of classification 
accuracy and speed in section 4.  

 
Fig. 1.  Block diagram of the proposed method. 

2. Material and Method 
In the following subsections, first, the used data set is 

described, then, the parts of the proposed method are 
described in detail. 

2.1 Data Set Description 

For our study, we used the BCI competition 2005 
Data Set I which was taken from an epilepsy subject on 
two different days with about one week of delay. In the 
both sessions the subject was asked to imagine of either the 
left small finger or the tongue movement. 

The provided data sets consist of 278 trials (training 
data, 139 trials for finger movements, 139 trials for tongue 

movements) performed during the first session and 100 
trials (test data) from the second session. Each trial’s dura-
tion was 3 seconds. To avoid visually evoked potentials 
being reflected by the data, the recording intervals started 
0.5 seconds after the visual cue had ended. Electrical brain 
activity was recorded with an 8x8 ECoG platinum elec-
trode grid (totally from 64 points) which was placed on the 
contralateral (right) motor cortex. All recordings were 
performed with a sampling rate of 1 kHz (acquired 3000 
samples per channel for every trial). For further informa-
tion about the data set, please refer to [14], [17]. 

The purpose is to categorize the trials in the test set as 
finger or tongue movement imagery.  

2.2 Wavelet Analysis 

The continuous wavelet transform (CWT) is defined 
as the convolution of the signal x(t) with the wavelet 
function ,s (t) and is given by  
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where ,s (t) is the dilated and shifted version of the 
wavelet function  (t) and is defined as follows: 
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Here t,  and s denote the time parameter, the shift pa-
rameter and the scale parameter, respectively [18]. The 
wavelet function ,s (t) has a zero mean as given in (3). 
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An important point of wavelet analysis is the choice 
of a particular wavelet function  (t). Among other wave-
lets, we selected the Morlet wavelet function because it is 
well localized in the frequency domain. On the other hand 
the similarity of the wavelet function and the signals to be 
analyzed is significant to extract useful information. Com-
pared with other types of wavelet, the Morlet wavelet has 
the most similar shape to that of the signals to be analyzed. 

Wavelet transform is used for many BCI data analysis 
applications to extract feature(s) [19], [20], [21]. It has an 
advantage over other feature extraction methods that oper-
ate in only one domain, such as the Fourier transform, or 
autoregressive modeling.  

2.3 Preprocessing 

Subject’s psychological and mental states influence 
his/her electrical brain activities in different sessions. This 
is one of the difficulties in EEG/ECoG based BCI technol-
ogy. In the provided data the training set and the test set 
recorded in different sessions with about one week in be-
tween. This is an important point to pay attention to. Fig. 2 
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shows the averaged amplitude spectra of all trials obtained 
from both tasks (motor imagery of finger/tongue) in the 
training set and test set on randomly selected four channels 
(Channels 12, 29, 39 and 61). The averaged amplitude 
spectra axis was plotted in logarithmic scale. If the electri-
cal brain activity had not been affected by the subject’s 
psychological and mental state the two curves should have 
lain very close to each other. However, as seen in this fig-
ure, the averaged amplitude spectrum of the test set is far 
above that of the training set. This session to session varia-
tion can directly influence classification performance of the 
test set. Therefore a normalization process should be 
implemented to the training set and the test set in order to 
alleviate the impact of the magnitude change. In this study 
a variance normalization [22] process is implemented to 
the all trials.  

 
Fig. 2.  The averaged amplitude spectra of the all trials 

obtained from both tasks in the training set and test set 
on randomly selected four channels, Ch: Channel. 
Amplitude spectra calculated using the MATLAB FFT 
function. 

All trails are normalized to its own standard deviation as:  
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where TN and std(T) denote the normalized trial signal and 
standard deviation of the trial signal, respectively. The 
estimated standard deviation of a trial was calculated by 
the following formula: 
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where 
_

T  is the mean value of all the samples of the trial 
and n is the length of the trial which is equal to 3000.   

As seen from Fig. 3 that after the normalization 
process the averaged amplitude spectrum of the test set has 
resemblance to that of the training set. 

 
Fig. 3.  The averaged amplitude spectra after normalization 

(AN). 

2.4 Feature Extraction 

The calculated WTCs provide a compact representa-
tion that shows the energy distribution of the ECoG signal 
in time and frequency. In this study, in order to extract 
features continuous wavelet transform was applied to each 
trial and each channel, separately. By using Morlet wavelet 
transform, the statistical feature analysis on the training set 
demonstrated that the averages and the standard deviations 
of the absolute values of the WTCs of the 12th and 29th 
channels can be used for classification of the both tasks. 
The averages and the standard deviations were calculated 
by the following formulas, respectively: 
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where LWTCs is the length of the WTCs. All computed 
WTCs of the selected channels were used to calculate 
features. 

Fig. 4 shows the four features: Fig. 4(a) (first feature, 
f1) and Fig. 4(c) (third feature, f3) the averages of the ab-
solute values of the WTCs (WTCsAvr), Fig. 4(b) (second 
feature, f2) and Fig. 4(d) (fourth feature, f4) the standard 
deviations of the absolute values of the WTCs (WTCsstd) of 
the selected channels.  

To calculate WTCs we used Morlet wavelet function 
from the Matlab. The scales of the wavelet function was set 
to integer values between 1 and 110 with step size of  = 4. 
The scale 1 and 110 correspond to 812.5 Hz and 7.3 Hz, 
respectively.  
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Fig. 4. Extracted feature vectors, (a) f1, (b) f2, (c) f3, (d) f4. 

2.4 Classification Algorithms 

The aim of this part is to introduce the k-NN as 
a powerful classifier for this study. But, to show its power 
and to make a fair comparison, it is necessary to compare it 
with some other classifiers especially which were used by 
other researchers for the same dataset. Hence, we also 
utilized the SVM and the LDA other than the k-NN.  

The k-NN classifier is a traditional classification algo-
rithm, which assigns an unseen point to the dominant class 
among its k nearest neighbors within the feature set [23]. 
Although k-NN algorithms are not very popular in the BCI 
community, especially they may be efficient with low 
dimensional feature vectors [24].  

The SVM aims at finding a hyper-plane in the feature 
space, which simultaneously minimizes empirical classifi-
cation errors and maximizes the distance between this 
hyper-plane and the nearest data point of each class. The 
architecture of the SVM depends on the regularization 
parameter C and the type of the kernel function. There are 
various kernel functions including: linear, polynomial, 
radial basis function (RBF), and sigmoid.  

LDA classifies two classes based on the assumption 
that both classes are under normal distribution with equal 
covariance matrices. The separating hyper-plane is ob-
tained by finding the projection of the labeled training data 
that maximizes the distance between the two classes’ 
means and minimizes the interclass variance. The main aim 
is to solve the problem 

 0wxwy T   (8) 

where x is the feature vector. The vectors w and w0 are 
determined by maximization of the interclass means and 
minimization of interclass variance.  

The LDA classifier is more robust than the k-NN and 
the SVM algorithms since it has only limited flexibility 
(less free parameters to tune) and is less prone to over 
fitting [25]. Some of the good advantages of the LDA and 
the k-NN classifiers are that they are simple to use and 
have very low computational and training requirements 
which make them suitable for the online BCI system [24], 
[26], [27].  

2.5 Training Procedures 

In order to train the classifiers we used two popular 
techniques which are K-fold cross-validation (K-FCV) and 
leave-one-out cross-validation (LOOCV). In the K-FCV, 
we first randomly split the training set into K equal subsets, 
using K-1 subsets for the training and 1 subset for the test-
ing (validation set). This procedure is repeated until each 
subset is used for testing exactly once. The results obtained 
from each subset are averaged to produce a single estima-
tion. In our study, we chose K = 10 for determining the 
folds. 

The LOOCV is a special case of K-FCV with K = M, 
the size of the training set. Hence, the validation sets are all 
of size 1.  

Based on these techniques, we determined optimum 
values of parameters of classification algorithms, optimum 
in the sense of maximizing the average of the validation 
set’s accuracy rate. The 10-FCV routine was repeated 30 
times and the average classification accuracy over all runs 
was presented as a measure of classifier performance. 
Since the LOOCV provides one of the best uses of the 
available training data and avoids the problems of random 
selections, its routine was utilized only once. 

3. Results 
In the following subsections the training and test ac-

curacy results of the classification algorithms for Data Set I 
of BCI competition 2005 are presented.  

3.1 Results of the k-NN Classification 

For the k-NN algorithm we used knnclassify function 
from the MATLAB Bioinformatics Toolbox. The best k 
value is searched with the Euclidean distance function in 
interval between 1 and 25. The averages and standard de-
viations of the classification accuracy of the training data 
and the classification accuracy of the test data are shown in 
Tab. 1. The classification accuracy was defined as the 
percentage of the number of trials classified correctly over 
the size of the data set. As seen in Tab. 1, 10-FCV appears 
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to produce somewhat better test accuracy results than the 
LOOCV, with accuracies in range between 67% and 94% 
and 68% and 92%, respectively. This table also shows the 
calculated optimal k values which were used to classify the 
test data. 

 

10-FCV LOOCV 
Features Training 

CA 
Test 
CA 

k 
Training 

CA 
Test 
CA 

k 

f1+f2 68.1 ±7.0 67 19 63.0 68 23 
f1+f3 86.9 ±5.5  90 17 84.2 90 11 
f1+f4 81.2 ±6.7 94 20 79.9 92 23 
f2+f3 86.6 ±4.5 89 19 83.5 88 20 
f2+f4 82.3 ±5.8 90 19 80.6 90 16 
f3+f4 79.6  ±6.3 78 17 78.1 79 13 

Tab. 1.  Results of the k-NN algorithm.  

3.2 Results of the SVM Classification 

For the SVM training and classifying, we used the 
svmtrain and svmclassify functions from the MATLAB 
Bioinformatics Toolbox, respectively. The SVM algorithm 
with Gaussian radial basis function was enabled. We have 
chosen this kernel due to the fact that the number of hyper-
parameters of this kernel is smaller than those of other 
kernels. This kernel function is specified by the scaling 
factor σ. The regularization parameter was set to its default 
value C = 1. The best σ value is searched in interval be-
tween 0.1 and 2.5, with step size of 0.1.  

 

10-FCV LOOCV 
Features Training 

CA 
Test 
CA 

σ 
Training 

CA 
Test 
CA 

σ 

f1+f2 65.4 ±0.8 64 1.0 64.4 62 2.0 
f1+f3 84.2 ±0.5 91 1.0 83.5 91 1 
f1+f4 81.1 ±0.8 90 1.2 79.9 89 0.8 
f2+f3 84.2 ±0.6 91 1.2 83.8 90 1.5 
f2+f4 81.4 ±0.6 92 1.0 80.2 87 0.4 
f3+f4 77.9 ±0.6 78 1.0 77.3 77 0.6 

Tab.2.  Results of the SVM algorithm. 

The results of this algorithm are shown in Tab. 2. For 
the 10-FCV the classification accuracies of the test data fall 
in range between 64% and 92%, whereas the range of the 
LOOCV extends from 62% to 91%. This table also shows 
the calculated optimal σ values which were used to classify 
the test data. 

3.3  Results of the LDA Classification 

For the LDA algorithm, we used the classify function 
from the MATLAB Statistics Toolbox. In classification, 
the same validation procedure was used as in the k-NN and 
the SVM classification algorithms described above. For the 
10-FCV procedure the only difference was we did not seek 
any tune parameter as we utilized for the k-NN and the 
SVM training sections. However, a different LDA classi-
fier was produced to classify each new validation set. The 
best LDA classifier was determined when the validation set 
classified at the highest classification accuracy. The results 
of the LDA algorithm are shown in Tab. 3. The 10-FCV 

achieved marginally better test accuracy results than the 
LOOCV, with accuracies in range between 62%-91% and 
60%-90%, respectively.  

 

10-FCV LOOCV 
Features Training 

CA 
Test 
CA 

Training 
CA 

Test 
CA 

f1+f2 66.2 62 64.0 60 
f1+f3 82.8 91 82.4 90 
f1+f4 79.5 90 78.1 90 
f2+f3 83.5 90 82.0 86 
f2+f4 82.0 88 80.9 88 
f3+f4 78.4 77 78.1 76 

Tab. 3. Results of the LDA algorithm. 

4. Performance Comparison 
We compare the performance of the proposed method 

in the following three subsections. In the first subsection 
we measure the effectiveness of the classifiers in terms of 
sensitivity, specificity and Kappa coefficient. In the second 
subsection, the performance of the proposed method is 
compared with that of other studies in terms of the best CA 
and speed. In the last subsection the computational times of 
the 10-FCV and LOOCV techniques are presented. 

4.1 Effectiveness of the Classifiers 

Apart from the classification accuracy, we also meas-
ured the effectiveness of the classifiers by calculating three 
metrics: sensitivity (SE), specificity (SP) and Kappa (κ). 
Sensitivity and specificity are calculated by the following 
formulas, respectively: 
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where TP is the number of positive samples correctly pre-
dicted, TN is the number of negative samples correctly 
predicted, FP is the negative samples incorrectly predicted 
as positive, and FN is the positive samples incorrectly 
predicted as negative. In our study, we defined the finger 
movement imageries as the positive samples and the 
tongue movement imageries as the negative samples. So, 
the sensitivity refers to the ratio of correctly classified 
finger movements to the total population of finger move-
ment cases, whereas specificity is the ratio of correctly 
classified tongue movements to the total population of 
tongue movement cases. 

Kappa statistics is defined as the proportion of cor-
rectly classified samples after accounting for the probabil-
ity of chance agreement. It is calculated by: 
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where P(A) denotes the proportion of overall agreement 
and P(E) is the probability of expected agreement by 
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chance. The Kappa coefficient value is ranged between 1 
and −1, which corresponds to a perfect and a completely 
wrong classification, respectively. A Kappa coefficient 
with value 0 means that the performance is equal to ran-
dom guess (or chance). 

Sensitivity, specificity and Kappa values were calcu-
lated by analyzing the output data of classifiers for each 
feature pair obtained from the test set. The results of these 
three metrics for the k-NN, SVM and LDA algorithms are 
given in Tab. 4, Tab. 5 and Tab. 6, respectively. 
 

10-FCV LOOCV 
Features 

SE SP κ SE SP κ 
f1+f2 0.77 0.62 0.34 0.80 0.63 0.36 
f1+f3 0.94 0.87 0.80 0.92 0.89 0.80 
f1+f4 0.98 0.91 0.88 0.98 0.88 0.84 
f2+f3 0.98 0.83 0.78 0.98 0.82 0.76 
f2+f4 0.98 0.85 0.80 0.98 0.85 0.80 
f3+f4 0.80 0.76 0.56 0.84 0.75 0.58 

Tab. 4.  Effectiveness of the k-NN algorithm. 
 

10-FCV LOOCV 
Features 

SE SP κ SE SP κ 
f1+f2 0.73 0.60 0.28 0.71 0.58 0.24 
f1+f3 0.94 0.89 0.82 0.96 0.87 0.82 
f1+f4 0.94 0.87 0.80 0.92 0.87 0.78 
f2+f3 0.98 0.86 0.82 0.96 0.86 0.80 
f2+f4 0.98 0.88 0.84 0.93 0.83 0.74 
f3+f4 0.80 0.76 0.56 0.80 0.75 0.54 

Tab. 5.  Effectiveness of the SVM algorithm. 

As seen in the tables, the best case was obtained when 
f1 and f4 feature pair classified by using the k-NN algo-
rithm with 10-FCV technique. In this case, the all three 
metrics reached the highest values, where sensitivity 
= 0.98, specificity = 0.91 and Kappa = 0.88. The worst 
case was obtained when f1 and f2 feature pair classified by 
using the LDA algorithm with LOOCV technique. In this 
case, sensitivity, specificity and Kappa reached the lowest 
values with 0.68, 0.57 and 0.20, respectively.  
 

10-FCV LOOCV 
Features  

SE SP κ SE SP κ 
f1+f2 0.71 0.58 0.24 0.68 0.57 0.20 
f1+f3 0.96 0.87 0.82 0.94 0.87 0.80 
f1+f4 0.96 0.86 0.80 0.96 0.86 0.80 
f2+f3 0.98 0.85 0.80 0.93 0.81 0.72 
f2+f4 0.95 0.83 0.76 0.95 0.83 0.76 
f3+f4 0.79 0.76 0.54 0.78 0.74 0.52 

Tab. 6.  Effectiveness of the LDA algorithm. 

A close observation to the results in the tables reveals 
that the sensitivity values are greater than those of the 
specificity in all cases. This means that distinguishability of 
the finger movement imagery is bigger than the tongue 
movement imagery for the all feature pairs. 

4.2 The Best Performances of Other Studies 

Speed and accuracy are key issues in brain computer 
interface (BCI) technology. As we mentioned before the 
Data Set I of BCI Competition 2005 has been also analyzed 

with different methods by other researchers. They mostly 
utilized the SVM [5], [22], [28], [29] and the LDA [30], 
[31] classification algorithms.  

Tab. 7 presents the comparison of the proposed 
method to other methods in terms of number of used chan-
nel(s), number of feature(s), characteristics of classifier and 
classification accuracy. The best classification accuracy 
results on the test data are listed on the last column. All 
accuracy results, including ours, were obtained by com-
pletely utilizing the training set. The results indicate that 
the proposed method achieved by 1% improvement over 
the best accuracy result of other studies.  
 

Study NOC NOF Classifier CA 
Qingguo et al. [5] 64 3 SVM 91 
Dat  et al. [22] 1 NC SVM 92 
Qin  et al. [28] 32 20 SVM 90 
Demirer et al. [29] 10 373 SVM 73 

Yan Li et al. [30] 
It is said 
“some 

channels” 
4 LDA 92 

Ince et al. [31] 64 3 LDA 93 

Hu et al. [32] 4 4 
KIII 

Model 
92 

Proposed method 2 2 k-NN 94 

Tab. 7.  Performance comparison (NOC: Number of chan-
nel(s), NOF: Number of feature(s), NC: Not clarified). 

4.3 Computational Times 

We also computed the training times of the 10-FCV 
and the LOOCV techniques, which are presented in Tab. 8 
in seconds. For the both techniques the LDA algorithm was 
faster than the k-NN and the SVM algorithms. The fastest 
training time was obtained as 2 CPU seconds with the 
LDA by using 10-FCV. As seen in the table that LOOCV 
technique causes time-consuming, especially for the k-NN 
and the SVM algorithms. 

 

Classifier 10-FCV LOOCV 
k-NN 7 150 
SVM 56 750 
LDA 2 5 

Tab. 8.  Training times of the classifiers. 

For the entire test set, the average test times of the 
LDA, the k-NN and the SVM algorithms were approxi-
mately 0.006, 0.04, 0.85 seconds, respectively. All the 
runtime experiments were conducted on a PC with Intel 
Pentium® 4 processor at 2.80 GHz, 1 GB RAM. 

5. Conclusion and Discussion 
In this paper, we proposed a wavelet based method 

for improving the speed and classification accuracy of BCI 
ECoG signal for distinguishing tongue/finger movement 
imageries. Our approach has been successfully applied to 
the BCI Competition 2005 Data Set I.  

The experiments proved that a normalization proce-
dure is necessary in order to alleviate the impact of the 
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magnitude change in between the training set and test set of 
motor imagery ECoG signals, recorded in different ses-
sions. On the other hand it is shown that signal analysis 
based on WTCs can be reliably used as feature to accu-
rately classify two types of imagined movements.   

One of good attributes of the proposed method is its 
simplicity in the feature extraction procedure. By using 
only two features (f1 and f4), extracted from the coeffi-
cients of the wavelet transform applied to the data of only 
two channels (Channel 12 and Channel 29), the k-NN algo-
rithm trained with 10-FCV technique achieved 94% classi-
fication accuracy on the test set. This case was confirmed 
in terms of sensitivity, specificity and Kappa, where they 
reached their highest values.  

The computation of the WTCs and the entities is fast 
and simple. Fig. 5 shows entire feature vectors extracted 
from the training set and the test set. Horizontal and verti-
cal axes of this feature space are values of f1 and f4, 
respectively. Plus points stand for trials of tongue move-
ments, and circle points stand for the trials of finger 
movements.  

 
Fig. 5.  Feature vectors for Channel 12 and 29. 

The overall computational complexity of the proposed 
algorithm is low in both training and testing stages. We 
observed that our method outperformed the existing other 
researchers’ results by using small number of features, 
sensors and by achieving higher classification accuracy 
with a faster algorithm, k-NN.  

The results also showed that for low dimensional 
feature vectors the LDA algorithm is the fastest technique 
compared to the k-NN and the SVM algorithms in terms of 
training and testing speeds. However, it could obviously 

mentioned that the k-NN algorithm has reasonable speed 
and also achieved much better classification accuracy per-
formance than the LDA and the SVM algorithms. 

Based on these results, we believe that the proposed 
method has great potential for the construction of a robust 
ECoG based invasive BCI system. 
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