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Abstract. The primary challenge in wireless communica-
tion with energy harvesting devices is to efficiently utilize 
the harvesting energy such that the data packet transmis-
sion could be supported. This challenge stems from not 
only QoS requirement imposed by the wireless communica-
tion application, but also the energy harvesting dynamics 
and the limited battery capacity. Traditional solar predict-
able energy harvesting models are perturbed by prediction 
errors, which could deteriorate the energy management 
algorithms based on this model. To cope with these issues, 
we first propose in this paper a non-homogenous Markov 
chain model based on experimental data, which can accu-
rately describe the solar energy harvesting process in 
contrast to traditional predictable energy models. Due to 
different timescale between the energy harvesting process 
and the wireless data transmission process, we propose 
a general framework of multiple timescale Markov deci-
sion process (MMDP) model to formulate the joint energy 
scheduling and transmission control problem under differ-
ent timescales. We then derive the optimal control policies 
via a joint dynamic programming and value iteration 
approach. Extensive simulations are carried out to study 
the performances of the proposed schemes. 

Keywords 
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1. Introductions 
Due to the time-varying nature of wireless channel 

and the limited energy capacity of wireless transmission 
nodes, one of the challenges in wireless data networks is to 
efficiently manage transmission energy consumption and 
support the specific missions [1-5], e.g. transmission delay 
constraints, QoS guarantee. Energy harvesting technologies 
[6], [13] obtain energy from environment, which provide 
effective means to extend the life-span of wireless commu-

nication and consequently make the networks more resil-
ient and sustainable. 

In this paper, we focus on the energy scheduling and 
transmission control problems in wireless data networks 
with solar energy harvesting devices. Our objective is to 
design efficiently energy scheduling and transmission 
policies, which make transmission decisions according to 
the energy harvesting dynamic and meet transmission re-
quirements. 

In what follows, we survey the related works on the 
wireless energy scheduling problem with energy harvesting 
devices. The paper [7] studies the energy management 
policies for wireless transmission systems, which maximize 
the achievable rate under the stability of the data queue line. 
These policies are derived on the assumption that the 
energy harvesting process is a stationary and ergodic 
process. Different from the assumption that the energy 
buffer is infinite in [7], the battery capacity constraint is 
introduced into the energy management problems in [8], 
[9]. In addition, the transmission policies that maximize 
short-term throughput in a two-user interference channel 
are proposed in [8]. The paper [10] proposes the off-line 
scheduling policies for a single-user communication chan-
nel, which minimize the time by which all transmission 
packets are delivered. It is assumed that how much and 
when the energy will be harvesting is exactly known. The 
paper [11] extends this energy management problem to 
multiple AWGN broadcast channels. The paper [12] con-
siders the similar problem in a fading channel and proposes 
policies that maximize throughput with a limited battery 
capacity constraint. Existing approaches assume that the 
energy traces are exactly known and they consider the 
transmission process and the energy harvesting process in 
the same time-scale. However, the true energy harvesting 
profiles are quite different from these assumptions. 

For example, the paper [7] assumes that the solar 
energy harvesting process is stationary. When we observe 
the solar energy harvesting profile, the statistic of the har-
vesting process is time-varying as shown in Fig. 1. More-
over, the predictable energy harvesting model is proposed 
in recent works [13-15]. It assumes that the energy harvest 
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ing rate is deterministic and predictable. This assumption is 
supported by the periodicity of position change and activi-
ties of the sun. However, due to weather influences, season 
variation, and measurement errors, the actual energy har-
vesting traces in Fig. 1 are quite different. 
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Fig. 1. Solar energy harvesting data in six days (the area of 

energy harvesting panel is 2 cm2). 

Although the exponentially weighted moving-average 
(EWMA) filter is introduced to obtain the average energy 
harvesting rate from past data, the predication errors are 
still high, for example, 16% in [14]. The model errors 
could considerably deteriorate the performances of the 
above energy management algorithms. Therefore, we pro-
pose a non-homogenous Markov chain to characterize the 
solar energy harvesting process, which can accurately track 
the main trend and random event in this process compared 
to existing models. 

Another issue in the existing approaches is that they 
consider the transmission process and the energy harvest-
ing process in the same time-scale. In practice, the change 
speed of the energy harvesting process is much slower than 
the channel variation. That is, the energy harvesting rate 
keeps stable in a relatively long time period when the wire-
less channel experiences very fast changing. However, 
previous works ignore the different timescale issue be-
tween the transmission process and the energy harvesting 
process when the transmission control is considered into 
energy management problems. These motivate us to inves-
tigate the energy scheduling problem under different time-
scale. As far as we know, our proposed approaches in this 
paper first address the different time-scale issue in the 
energy harvesting management problems. 

Different from existing energy harvesting manage-
ment approaches, the main contributions of this paper are 
as follows. We first propose a novel non-homogenous 
Markov chain model for the solar energy harvesting proc-
ess. In contrast to the predictable energy harvesting model 
[13], [14], it can accurately characterize the main trend and 
random events in the harvesting process. Secondly, we 
consider the different timescale issue between the energy 
harvesting process and the wireless transmission process. 
Different from the energy management problem in single 
level [7-11], [13], [16], we propose a general framework 

based on the multiple timescale Markov decision process 
(MMDP) [17] to model the coupled energy scheduling and 
transmission control problems. Next, we derive the optimal 
solution for the MMDP problem. Finally, we use the true 
energy harvesting data to evaluate the proposed methods 
and the simulation results verify the effectiveness of these 
approaches. 

The remainder of the paper is organized as follows. In 
Section 2, we describe the system model. The MMDP 
problem is formulated in Section 3. In Section 4, we derive 
the optimal solution for the MMDP problem. Simulation 
results are given in Section 5. Section 6 concludes the 
paper. 

2. System Descriptions 
In this section, we present the wireless transmission 

system model and introduce the multiple timescale MDP 
model. As shown in Fig. 2, the system is composed of the 
energy harvesting subsystem and the wireless transmission 
subsystem. 

EM TX RX
 

Fig. 2. The system model including the energy harvesting 
subsystem and the wireless transmission subsystem. 

We assume that all system parameters are discretized 
and the time is slotted. The system parameters keep con-
stant in each time slot. Let n denote the n-th energy har-
vesting time slot, where n =1,..., N, and T denote the length 
of this time slot. Let Hn denote the energy harvesting rate 
in time slot n and an denote the energy consumption rate in 
time slot n. The energy harvesting devices obtain environ-
mental energy with rate Hn in time slot n and store it into 
the battery with a limited capacity. Let CH denote the maxi-
mum battery capacity. The energy management (EM) part 
schedules energy consumption rate an over a whole day. 
The transmission subsystem makes transmission decisions 
according to the waiting packet number and channel condi-
tions under the total energy constraint. Due to the differ-
ence of time-varying characteristics between the energy 
harvesting process and the wireless channel, each energy 
harvesting time slot is further divided into sub-time slots as 
shown in Fig. 3. Let tn denote the t-th sub-time slot during 
the energy harvesting time slot n and T0 denote the length 
of the sub-time slot. Our objective is to design the joint 
energy scheduling and transmission control policies that 
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minimize the expected total cost over N time slots, where 
the cost takes account of both the transmission cost and the 
delay cost. In what follows, we cast this problem as 
an MMDP, which consists of two level MDPs as shown in 
Fig. 3, where Xn and Yt denote the system state of the upper 
level MDP and the lower level MDP, respectively. 
p(Xn+1|Xn,an) and p(Qt+1|Qt, I) denote the related transition 
probability, respectively. The upper level MDP is a finite 
horizon MDP, which is corresponding to the energy har-
vesting dynamic with the timescale T. The lower level 
MDP is an infinite horizon MDP problem, which is trig-
gered at the beginning of each energy harvesting time slot 
and corresponding to the channel dynamic with the fast 
timescale T0. 
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Fig. 3. The multiple timescale MDP model. The upper level 

MDP based on time scale T and the lower level MDP 
based on time scale T0. 

3. The MMDP Formulation 
In general, an MDP is defined by a 5-tuple set {X, A, 

P, f,  }, where X denotes the system state space, A de-
notes the action set, P denotes the transition matrix set of 
system states, f is the cost function of system states and 
actions,   is the policy space that is a set of decision 
sequences, where each decision in the sequence is a map-
ping from system states to actions. In what follows, we will 
describe the two level MDPs according to the definition of 
the 5-tuple set. 

For the upper level, given the finite system state space 
X, let Xn={Cn, Hn}X  denote the system state in time slot 
n, where Cn is the available energy level in the battery. Due 
to the battery capacity limitation, we have 0   Cn   CH. 
Given the finite action space A, let an  A denote the 
energy consumption rate in time slot n, which determines 
the total available energy for the lower level MDP in time 
slot n. Thus, the dynamic of the energy level Cn is given by 
Cn+1 = Cn - (an - Hn)T and the total energy for the transmis-
sion process in time slot n is constrained by anT. The tran-
sition probability of system states is given by 

 1 1 1( | , ) ( | , ) ( | )n n n n n n n np X X a p C C a p H H     (1) 

where the energy harvesting dynamic is independent with 
an. 

At the beginning of the time slot n, given the action an 
and Xn of the upper level, the lower level MDP with the 
total energy constraint anT is trigged. Given the finite sys-
tem space Y, let Ytn ≡ {Gtn, Btn, Qtn} Y denote the system 
state in sub-time slot tn, where Gtn  is the channel state and 
Gtn G, Btn is the remaining budget of the total transmission 
energy constraint during the time slot n, and Qtn is the num-
ber of waiting packets. Note that X Y    and the lower 
level MDP actions cannot influence the system state and 
system dynamics of the upper level. Let I(Ytn) {0,1} de-
note the action of system state Ytn, where I = 1 is correspon-
ding to the action of sending packet and I = 0 is correspon-
ding to the opposite operation. We assume that the required 
SNR of receivers is set as a constant. Therefore, we have 
Ec = GtnPtn/ σ2, where Ec is the required SNR of receivers, 
Ptn is the transmission power, and σ2 is the noise power. 
Thus, the dynamic of Btn is given by B(t+1)n = Btn - I(Ytn) PtnT0, 
where B(t+1)n ≥ 0 and B1n = anT. Furthermore, the transition 
probability of the system states is given by 
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where Q(t+1)n = Qtn - I(Ytn) + ζtn  and ζtn is the number of 
arrival packets in sub-time slot tn. The immediate cost 

( , ( ))n nL t t
f Y I Y  is defined by 

 ( , ( )) ( ) ( )n n n n nL Qt t t t t
f Y I Y I Y P f Q   (3) 

where fQ is a non-decreasing function of the waiting packet 
length, and μ is an adjustable factor, which effects the 
proportion of the energy cost and the delay cost. (3) is used 
to achieve the tradeoff between the energy consumption 
and the delayed packets under the energy constraint. In 
order to control the number of delayed packets, we use 
different penalty when the number of waiting packets 
exceeds the prescribed delay threshold. Thus, fQ(Qtn) is 
defined by a piecewise function as follows 
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where Pw is the transmission power based on the worst case 
channel conditions, Qc is the prescribed delay threshold, 
and PC is the penalty, where PC >> QcPw. 

For the solar energy harvesting process, T >> T0 as 
shown in Fig. 1, T is set as 1 hour and T0 is set as 5 ms. It is 
intractable to find the non-stationary transmission policy 
for such huge amount of sub-time slots. Thus, we model 
the lower level MDP as a discount infinite horizon MDP 
problem to obtain the stationary transmission control pol-
icy. Let πL

n ΠL denote the stationary policy of the lower 
level in time slot n, where ΠL is the policy space of the 
lower level MDP. In time slot n, given system state Xn and 
action an, the total value function of the lower level MDP is 
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defined by  

1
1

( ) ( , ( )) |{ }n

n n n

n

t
L nt t

t

V Y f Y I Y a




 E             (5) 

where 0 < η < 1 is the discount factor, Y1n is the initial sys-
tem state, and the expectation is over the system state Ytn.  

For the upper level, given the system state Xn and the 
action an, the immediate cost in time slot n is defined by 
fU(Xn, an, πL

n) = E{V(Y1n)}, where the expectation is over 
the initial system state. Note that different πL

n is corre-
sponding to different V(Y1n). Thus, the two level MDPs are 
connected by an and V(Y1n). Let πU≡(a1,…,aN) denote the 
policy of the upper level, where ΠU is the policy space. The 
joint energy scheduling and transmission control problem 
is cast as follows 

1 ,...,
1

min min { ( , , )}N
U U L L L

N
n

U n n L
n

f X a  
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
E       (6) 

where the expectation is over the system states Xn. In what 
follows, we will describe the energy harvesting dynamic 
and channel dynamic. 

3.1 The Non-homogenous Markov Energy 
Harvesting Model 

The solar energy harvesting process can be decom-
posed into two parts, i.e., the deterministic process and the 
random process. Let D1,..., DN denote the deterministic 
process, which takes account for the periodical behaviors 
such as the sun position change. Let e1,..., eN denote the 
random process, which is determined by environmental 
change such as the weather transition from sunshine to 
rainfall. We have Hn = Dn + en. Note that both Dn and en are 
discretized. Non-homogenous Markov chain can be used to 
model the weather state variation [18-20]. Since en is 
mainly determined by the weather change, it is reasonable 
to assume that en has non-homogenous Markov property. 
Thus, the transition probability of the energy harvesting 
process is such that 

1 1 1 1 1 1 1( | ,..., ) ( | ).n n n n n np H H D e H D e p H H         (7) 

In practice, we can use historical measurement data to 
estimate p(Hn|Hn-1). Let H= {h0,...,hK-1} denote the energy 
harvesting state space, where Hn  H and |H|=K. The 
energy harvesting dynamic can be characterized by {P1,..., 
PN}, where Pn is the transition matrix in time slot n, which 
is given by 
 , , ,[ ]

i jn i j n h h Hp P  (8) 

where pi,j,n ≡p(Hn = hj | Hn-1 = hi). (7) and (8) characterize 
the non-homogenous Markov chain model for the solar 
energy harvesting process. In contrast to the predictable 
energy model [13], this model can accurately capture the 
deterministic trend and the random events during each time 
slot. In the next subsection, we will describe the channel 
model based on the time-scale T0. 

3.2 The Discrete-time Markov Chain Channel 

We assume that the channel experience Rayleigh 
fading and characterize it by a discrete-time Markov chain 
model. Let G = {g0,..., gL-1} denote the channel state space, 
where |G| = L. We use the received SNR to characterize the 
channel states. Let τ0, …, τL denote the thresholds of the 
received SNR in ascending order, where τ0 = 0 and τL = +. 
The thresholds divide the received SNR into L intervals, 
which are corresponding to the channel states, for example, 
gi is corresponding to the SNR interval [τi, τi+1). We assume 
that the sub-time slot is sufficiently long to guarantee that 
current channel state can only transit to its adjacent states 
or itself. Thus, the transition probability p(gi+1|gi) and  
p(gi-1|gi) are given by [21] 
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where N(λi) is the threshold crossing rate of the received 
SNR [21] and pi is the stationary probability in the state gi, 
which is given by 
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i
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Due to Rayleigh fading, the received SNR has exponential 
distribution. We have 

0
1

( )p e
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where λ is the received SNR and λ0 is the average SNR. 
The channel dynamic in each energy harvesting time slot is 
completely characterized by the transition matrix, which is 
given by 

,[ ( | )]
i jj i g g Gp g g                                 (12) 

where gj is the current channel state and gi is the channel 
state in the previous sub-time slot. In the next section, we 
will derive the optimal solution of the problem (6). 

4. Optimal Solution for the MMDP 
The optimal solution for the problem (6) is a sequence 

of (an
*, πL

n*) that minimizes the expected sum of 
fU(Xn, an, πL

n) over N time slots, which can be obtained via 
the following method. 

Theorem 1: For each initial system state X1, the optimal 
policy pair (an

*, πL
n*) can be obtained by implementing the 

following backward recursions from the time slot N to 1 
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 (13) 
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Proof: At the beginning of the time slot n in the upper level, 
given system state Xn and action an, let πL

n(an)  ΠL denote 
the lower level policy corresponding to an. We define 
a new finite horizon MDP over N time slots, which has the 
same system state space as the upper level MDP. The 
action of the new MDP is a composite of an and πL

n(an), 
defined by 

 {( , ( )) | , ( ) }n n
n L n n L n La a a a  A .  (15) 

Since the lower level policy πL
n(an) is triggered by the 

action an and independent with the dynamic of Xn, we have 

1 1( | , ) ( | , , ( ))n
n n n n n n L np X X a p X X a a  . Furthermore, given 

Xn  and (an, πL
n(an)), the cost function of the new MDP is 

defined by fU(Xn, an, πL
n). Thus, the multiple level MDP 

problem (6) can be reduced to the one level MDP problem 
and the optimal policy of the new MDP is the solution of 
problem (6). For each time slot n, the cost function 
fU(Xn, an, πL

n) is obtained via value iteration algorithm [22] 
and the optimal action (an

*, πL
n(an

*)), can be efficiently 
solved by dynamic programming [23] as shown in (13) and 
(14). ■  

In (13) and (14), given Xn and an, there is an infinite 
MDP problem defined by (5), of which the optimal value 
function is given by 

* *( ) ( , ( ) | ) ( | , ( )) ( ){ }n
L L

L n
z Y

V y min f y I y a p z y I y V z
 



   (16) 

where y, z  Y. The optimal policy πL
n* can be obtained via 

the value iteration algorithm [22]. Furthermore, for each 
system state Xn, the optimal solution of the problem (6) can 
be obtained by the following algorithm. 

Algorithm 1: Input: the total number of upper level time 
slots N, the system states space X and Y, the action set A; 
Output: the optimal policy. 

1. Initialize n N ; 

2. While ( 0n  ) do  

3. For ( nX X ) do  

4. For ( na A ) do 

5. Call value iteration algorithm [22] to obtain πL
n* and 

* ( )V y , where y Y ; 

6. End for 

7. if (n==N) do 

8. Call (13) 

9. Else 

10. Call (14) 

11. End if 

12. Save * *( , )n
n La   into the optimal policy table 

13. End for 

14. 1n n   

15. End while 

Note that Algorithm 1 is implemented in an off-line 
way and the optimal policy is stored in a look-up table. 
When the system is implementing the policies, it simply 
searches the table for optimal actions according to the 
current system state. In the next section, we will show the 
simulation results to verify our proposed approach. 

5. Simulation Results 
In the simulation studies, we use the actual energy 

harvesting data to evaluate the performance of the pro-
posed approaches, which was measured at the conference 
room of the department of electrical engineering at Colum-
bia University [13]. The TAOS TSL230rd photometric 
sensors are equipped on LabJack U3 DAQ devices to har-
vest the light and solar energy, and the unit of the measure-
ment data is μW/cm2. The area of the energy harvesting 
panel in our simulations is set as 2 cm2. For the upper level, 
the time slot length is set as 1 hour and the total time pe-
riod is 24 hours. The energy harvesting data traces for 
simulation studies were measured from November 6, 2009 
to September 13, 2010 [13]. For the lower level, the chan-
nel experiences Rayleigh fading and the sub-time slot 
length is set as 5 ms. The received channel SNR thresholds 
are given by τ0 = 0, τi = τi – 1 + 4 dB, i = 1,2,3, τ4 = +, 
which divide the channel into 4 states. The transition prob-
abilities of the channel dynamic are obtained by (9). We 
assume that only one packet can be sent in one sub-time 
slot. The packet arrival model is set as a Poisson process 
with the arrival rate 0.1, the discount factor η is set as 0.97, 
and μ in (3) is set as 1. The delay threshold depends on the 
specific transmission application. Without loss of general-
ity, the delay threshold is set as 50 ms and 75 ms, where 
the maximum amount of waiting packets is 10 and 15, 
respectively. We assume that the new arrival packets will 
be dropped when the amount of waiting packets exceeds 
the delay threshold. We use the number of delayed packets 
to evaluate the performance of delay control. 

Fig. 4 and Fig. 5 show the optimal energy consump-
tion rate and the corresponding energy level of the battery 
in different days. The energy harvesting traces are different 
in the two days. In both figures, the energy harvesting rate 
reaches peak in the noon, and the optimal policy is inclined 
to reserve energy for future usage. It is due to the fact that 
there is  less  harvesting  energy  in the  mid-night  and  the 
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Fig. 4. The optimal actions {a1,..,a24} based on the energy 

harvesting trace in a whole day (the area of energy 
harvesting panel is 2 cm2, μ = 1, η = 0.97, C1 = 108 J). 
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Fig. 5. The optimal actions {a1,..,a24} based on the energy 

harvesting trace in a whole day (the area of energy 
harvesting panel is  2 cm2, μ = 1, η = 0.97, C1 = 108 J). 

0 5 10 15 20 25
0

100

200

Time Slots (Hours)

C
n (

J)
 

0 5 10 15 20 25
0

2

4

Time Slots (Hours)

H
n (

m
W

)

0 5 10 15 20 25

0.6

0.8

1

Time Slots (Hours)

a n (
m

W
)

 
Fig. 6. The optimal actions {a1,..,a24} based on the energy 

harvesting trace in a whole day (the area of energy 
harvesting panel is 2 cm2, μ = 1, η = 0.97, C1 = 126 J). 

optimal policy schedules the energy consumption to adapt 
to the future energy demands from the lower level trans-
mission process. The available energy level in the battery 
can tightly meet the constraint. Fig. 6 shows the optimal 
actions based on the energy trace in Fig. 4 with different 
initial energy level C1. Compared to Fig. 4, more available 

energy is allocated to the lower level transmission process 
when increasing the initial available energy level C1. 
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Fig. 7. Performance comparison among the optimal policy, 

the greedy policy, and the stable policy (the area of 
energy harvesting panel is 2 cm2, μ = 1, η = 0.97, 
C1 = 108 J, QC = 10). 
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Fig. 8. Performance comparison among the optimal policy, 

the greedy policy, and the stable policy (the area of 
energy harvesting panel is 2 cm2, μ = 1, η = 0.97, 
C1 = 126 J, QC = 10). 

In order to compare the performance of the proposed 
approach, we consider two heuristic algorithms. First, we 
introduce a greedy algorithm, which implements a spend-
to-go policy, that is, when the packet buffer is not empty, 
the waiting packets are sent immediately until the buffer is 
empty. When there is no available energy and the amount 
of waiting packets exceeds the prescribed threshold, the 
new arrival packet will be dropped. This policy is similar 
to the policies that minimize the transmission packet delay 
with battery capacity constraint [10-12]. Second, we con-
sider the policy that maximize throughput with stable wait-
ing packet length [7-9]. We call this policy as stable policy. 
Note that both the stable policy and the greedy policy do 
not consider the different timescale issue. We compare the 
average energy consumption rate and the average packet 
loss of these policies as shown in Fig. 7. The optimal pol-
icy has less energy consumption than the greedy policy and 
the stable policy most of the time. Since the greedy policy 
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and the stable policy aggressively use the available energy, 
there is no sufficient energy in the battery for transmission 
near 7 am. The energy consumption of the greedy policy 
and the stable policy drops down and the number of 
dropped packets simultaneously increases sharply. The 
performance of the greedy policy is very close to the one of 
the stable policy. It is because that the maximum through-
put is constant, when the received SNR is fixed in the pro-
posed model. And the stable policy sends the packet imme-
diately to keep the waiting packet length stable, which is 
similar to the greedy policy. On the other hand, the optimal 
policy reduces the total energy consumption by 10% com-
pared to the other policies even under the situation that the 
other policies are out of service for two hours. Fig. 8 shows 
the performances of these polices under different initial 
available energy C1 compared to Fig. 7. Since the initial 
available energy level increases, the packet loss of the 
greedy policy and the stable policy decreases. The simula-
tion results that the delay threshold extends to 15 are 
shown in Fig. 9. Since the delay threshold is quite smaller 
than the time slot length of the upper level, the perform-
ance change is trivial compared to Fig. 7. 

0 5 10 15 20 25
0

2

4

6

Hours

E
ne

rg
y 

C
on

su
m

pt
io

n 
(J

)

 

 

Optimal Policy
Greedy Policy
Stable Policy

0 5 10 15 20 25
0

1

2

3
x 10

4

Hours

N
um

be
r 

of
 L

os
t P

ac
ke

ts

 

 
Optimal Policy
Greedy Policy
Stable Policy

 
Fig. 9. Performance comparison among the optimal policy, 

the greedy policy, and the stable policy (the area of 
energy harvesting panel is 2 cm2, μ = 1, η = 0.97, 
C1 = 108 J, QC = 15). 

6. Conclusions 
In this paper, we have studied the joint energy sched-

uling and transmission control problem for wireless com-
munication with energy harvesting devices. We first model 
the solar energy harvesting process as a non-homogenous 
Markov chain, which can accurately characterize the har-
vesting dynamic in contrast to existing energy harvesting 
profiles. We consider the different timescale issue between 
the energy harvesting process and the transmission process, 
and propose a multiple timescale MDP framework to cast 
the joint problem. The optimal solution is derived via 
a modified dynamic programming and value iteration algo-
rithms. Compared to existing energy management 
approaches, our proposed scheme has less packet loss and 
total energy consumption. 
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