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Abstract. Non-verbal vocal interaction (NVVI) is an inter-
action method in which sounds other than speech produced
by a human are used, such as humming. NVVI complements
traditional speech recognition systems with continuous con-
trol. In order to combine the two approaches (e.g. “volume
up, mmm”) it is necessary to perform a speech/NVVI seg-
mentation of the input sound signal. This paper presents two
novel methods of speech and humming segmentation. The
first method is based on classification of MFCC and RMS pa-
rameters using a neural network (MFCC method), while the
other method computes volume changes in the signal (IAC
method). The two methods are compared using a corpus col-
lected from 13 speakers. The results indicate that the MFCC
method outperforms IAC in terms of accuracy, precision, and
recall.
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1. Introduction
Modern care uses a wide palette of approaches and

technologies, commonly called assistive technology (AT),
for meeting various needs of patients. The main aim of AT
is to support people with various kinds of disability – phys-
ically disabled persons, mental handicapped persons, or the
elderly – in their daily life. The crucial goal is to provide
care which enables people to maintain their independence,
social contacts, and daily habits, thereby postponing their
admission to institutional care. Devices such as walkers,
wheelchairs, accessible computer input devices, and tele-
monitoring systems are examples of assistive technology.

Many people are limited by motor impairment, which
may have been caused by a variety of events, often as a con-
sequence of an injury or paralysis after a stroke, or as a result
of a neural disease such as Parkinson’s, amyotrophic lateral
sclerosis (ALS), or polyneuropathy. These people are lim-
ited in their daily activities. In the advanced stages of their
disease, they are unable to use or to control everyday devices
such as locks, phones, TV remote controllers, and comput-

ers, which are items that require fine motor coordination.
A common approach for helping these patients is through
speech remote control.

However, speech control is not suitable for inputting
continuous data (such as continuous control of a mouse cur-
sor or a game input device) [1]. An alternative can be pro-
vided by non-verbal vocal input (NVVI), which can be de-
scribed as an interaction method in which sounds other than
speech produced by a human are used. Several approaches
have been described in the literature, using either the pitch
of a tone, the length of a tone, volume, or vowels to control
user interfaces.

This interaction method has already attracted signifi-
cant attention within the research community. According
to Igarashi and Hughes [2], the method has the following
advantages in comparison with speech recognition – cross-
cultural and language independence, continuous control, and
relatively simple recognition [1].

Non-verbal vocal interaction cannot be considered a re-
placement for speech interaction, as the expressive capa-
bilities of NVVI are rather limited. However, NVVI com-
plements traditional speech recognition systems by contin-
uous control. Igarashi and Hughes [2] suggested using the
length of a tone produced after an utterance to emulate a one-
dimensional joystick with immediate feedback. This would
be very useful for example for moving a mouse. The user
can say ”move up, mmm” and the cursor moves up while
”mmm” continues.

Currently, NVVI and speech recognition systems ex-
ist separately. In order to combine these two approaches so
that the scenarios described above can be implemented, we
need a method that analyzes the input audio signal and de-
termines the segments containing verbal utterances and non-
verbal commands. These segments will be further processed
by existing speech and NVVI recognizers.

2. Related Work
Processing vocal input is a traditional area in the field

of signal processing. Numerous works have been published
in recent years, but most of them concern speech process-
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ing, and only a small proportion deal with processing non-
verbal sounds. The vital part of each speech recognizer is
a speech/non-speech detection that selects parts of an input
audio signal to be processed by the recognizer. A consid-
erable amount of work exists on the speech detection. For
example, Martin et al. [3] used linear discriminant analysis
applied to mel-frequency cepstral coefficients, while Shafran
et al. [4] used non-parametric estimation of the background
noise spectrum using minimum statistics of the smoothed
short-time Fourier transform. Zibert et al. [5] combined cep-
stral and phoneme recognition features to improve the accu-
racy of speech/non-speech segmentation. Several works also
exist on speech/music discrimination, such as Scheirer et al.
[6] or Kim et. al [7].

Significant work has been done on controlling user in-
terfaces by pitch-based voice commands [1], [8]. A com-
mon control by pitch uses humming (producing a tone at
the lips with the mouth closed, ”hmmmm”), which has been
evaluated by users as more convenient than whistling. The
methods proposed in this paper will therefore classify the ex-
tracted segments of an input audio signal in three categories
– speech, humming and silence (including other sounds,
such as breathing). Other types of non-speech recognition
systems – Non-speech Operated Emulation of Keyboard [9]
and Non-speech input and speech recognition for real-time
control of computer games [10] – have also been developed
by the authors of this text.

Pruthi et al. [11] published a segmentation method that
can distinguish between humming and other sounds, includ-
ing speech. The method is based on computing features such
as standard deviation of pitch, mean and standard deviation
of a low-to-high energy ratio and the mean of the low fre-
quency maximum. The limitations of this method are the
need for constant pitch of the humming, since a maximum
standard deviation of only 5 Hz is allowed. Another limi-
tation is the fact that the input signal must continue for at
least 400 ms before being classified as humming. Moreover,
the method cannot perform speech segmentation. Almost no
evaluation of the method has been described by the authors.

Neural network approaches have been used in several
timbre recognition systems. For example, Hacihabiboglu et
al. [12] used a multi-layer perceptron network for classifying
short frames of musical instruments containing flute, clarinet
and trumpet. Audio features were obtained from the discrete
wavelet transform. The multi-layer perceptron was also used
for classifying percussive sounds [13]. Several audio fea-
tures were considered, e.g. zero-crossing, RMS, spectral
centroid, or mel-frequency cepstrum coefficients. Another
system developed by Fragoulis et al. [14] used an ARTMAP
neural network to distinguish single notes played by five dif-
ferent instruments. Neural network approach has been also
used in Vocal Joystick [15], in which the mouse cursor is
controlled by vowels.

Of course, this is not an exhaustive list of all the ap-
plications of humming recognition systems that have been

designed and implemented. Humming can be used not only
as an assistive technology, but also for example for audio
classification systems [16], [17], [18].

3. Segmentation Methods
In this section, we describe two methods for segment-

ing speech/humming/silence. While the first method uses
MFCC and RMS features classified in a neural network
(MFCC method, Sec. 3.1), the other one is based on an ob-
servation that the volume level of the sound changes more
rapidly in a speech signal than in a humming (IAC method,
Sec. 3.2).

3.1 Segmentation using MFCC and RMS
The segmentation method is based on classification of

an audio signal by a neural network. The inputs of the net-
work are features extracted from an audio signal. An audio
signal recorded at 16 kHz is expected. First, the audio signal
is divided into frames. Each frame contains 512 samples of
the signal, and the step between two consecutive frames is
256 samples. The overlapping of the frames improves the
time resolution of the method. Features are then extracted
from each frame, as follows:

1. Mel-frequency cepstral coefficients (MFCCs). These
coefficients are usually used in speech recognition sys-
tems [19]. First, the power spectrum of the signal
is computed by the fast Fourier transform. Then the
spectrum is mapped onto the mel scale by a triangular
band pass filter bank with 24 triangular filters. The
MFCCs are computed by taking the discrete cosine
transform of the logarithms of each band pass spec-
trum. The mel scale maps frequency to pitch, so that
the subjective step in pitch is equal to the same step in
the mel scale.

2. Low and high frequency energy. The energy was com-
puted as the root mean square of the amplitudes of
the signal after applying low-pass and high-pass fil-
ters. The cutoff frequency was set to 350 Hz, which
was found as optimal. This finding is consistent with
research of Pruthi et al. [11].

After extracting the features listed above from one
frame of the audio signal, a vector of 26 features is obtained
(24 MFCCs and 2 energy parameters). A multi-layer per-
ceptron (MLP) neural network is used for classifying the
feature vectors. MLP is a feed-forward artificial neural net-
work that uses supervised learning, and it is capable of ap-
proximating the outputs for a previously unseen input vec-
tor. The neurons in the MLP are organized into three lay-
ers – the first layer contains the input neurons. There are
as many input neurons as there are features used for clas-
sification. The second layer is called the hidden layer, and
we use 20 neurons in that layer. The last (output) layer has
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three neurons in our case. Each neuron corresponds to one
class (speech/silence/humming). Before using the network,
the weights of the neurons are trained by a back-propagation
learning strategy. In order to achieve the best performance
of a neural network, the number of training vectors for each
class should be approximately equal. Therefore, the number
of training vectors should be limited to satisfy this condi-
tion. Another reason for reducing size of the training vectors
is memory limitation in MATLAB’s Neural Network Tool-
box. A simple linkage clustering algorithm is used to create
clusters of similar vectors. One representative vector is ran-
domly chosen from each cluster, and these vectors are used
to train the network.

Fig. 1. Recognition accuracy of speech, humming and silence as
a function of number of sorted features.

Fig. 2. Recognition accuracy of speech, humming and silence as
a function of length of median filter window.

As mentioned above, a total of 26 features are ex-
tracted from the audio signal. However, it is highly unlikely
that each feature conveys information that is significant for
classification. In order to select the features, we used the
minimum-Redundancy-Maximum-Relevance (mRMR) fea-
ture selection method [20]. This method ranks features ac-
cording to their mutual dissimilarity and their similarity to
the classification. The features in the vector were sorted ac-
cording to the rank obtained from the mRMR method. For
the ranking purposes we used data undermentioned in Sec-
tion 4.1. The effect on the accuracy of the method of se-
lecting a subset of features is depicted in Fig. 1. The figure
shows that approximately the first twelve features convey
significant information for classification. The use of more
features does not significantly improve the classification ac-
curacy. Reducing the set of features leads to a lower number
of neurons in the input and hidden layers, and therefore to
faster learning of the neural network. However, all 26 fea-
tures were used for evaluation purposes.

As mentioned above, the output of the MLP classifier
is a sequence of frames labeled as speech, humming, and si-
lence. A single frame of one class should never appear alone,
surrounded by frames of another class, as the input audio sig-
nal contains segments of several frames of the same class.
However, the classification method can misclassify some
frames. For example, parts of words with nasal phonemes
(m,n,η) can easily be misinterpreted as humming. To avoid
such problems, a 1D median filter is used after frame clas-
sification. A single class of frame is always replaced by
a dominant class within a window of N frames. The use of
the median filter improves the accuracy of the segmentation
method, but it introduces a time lag of N/2 frames. The ef-
fect of window length on accuracy is depicted in Fig. 2. For
the purposes of the evaluation, the length of the window was
set to 17 frames. The time lag of the method was therefore
128 ms.

3.2 Segmentation using the Energy Profile
This segmentation method is based on the very simple

observation that the volume level of the sound changes more
rapidly in a speech signal than in a non-speech signal (hum-
ming). A very simple approach for quantifying this process
is to count important amplitude changes (IAC) in the energy
profile of a sound signal, as shown in Fig. 3.

In our implementation, a sequence of logarithms of en-
ergy level values (RMS) is calculated for each frame of the
input signal. In our setup, we take frames of 1000 samples
in length in a signal sampled at 16 kHz, yielding 62.5 frames
per second.

The algorithm (Fig. 3) tracks the RMS energy level in
the signal and adjusts the position CENT ER (dashed line) of
a sliding interval of a fixed WIDT H (solid blue line), so that
the current RMS energy level (solid black line) is within this
interval. The algorithm counts how many times the sliding
of this interval changes its direction, i.e. how many times
the RMS energy level starts exceeding the boundaries of the
sliding interval one way or the other (red triangles).

The process of segmenting a sound signal is controlled
by a simple state automaton (Fig. 4) that operates syn-
chronously with the input frames. It starts in the Idle state.
When a non-silent frame is received (i.e. a frame whose
RMS energy exceeds a certain threshold ΘRMS), it goes to
the state Humming, and the utterance is labeled as humming.
In this state, the number of IACs is counted. Only a history
of Nhist frames is considered. The best results were obtained
with Nhist of 20, which corresponds to a lag of 320 ms. This
time is sufficient to determine whether an utterance contains
some linguistic contents, indicated by the IACs. If the count
of IACs exceeds a threshold ΘI , the automaton goes to the
state Speech and the whole utterance is re-labeled as speech.
The automaton goes back to Idle after receiving more than
ΘS consecutive silent frames. (If this happens, the appli-
cation needs to undo the effect of the supposed non-speech
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Fig. 3. Segmentation using Energy Profile: Counting the important energy changes in a signal.
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Fig. 4. Segmentation using Energy Profile: State automation.

control so far but this is easy to implement using a simple
roll-back mechanism.)

The parameters ΘRMS, ΘI , ΘS, Nhist , and the sliding in-
terval WIDT H need to be set up according to the input sig-
nal. Some training is therefore required. In our evaluation
a simple “Monte-Carlo optimization” was employed, where
the parameters were altered randomly and the combination
yielding the best performance over the training data was se-
lected. The output for various values of ΘRMS and Nhist is
shown in Fig. 5 for humming and speech.

Fig. 6 shows the accuracy of recognition of the three
classes, depending on the WIDT H of the sliding energy in-
terval. For small WIDT H the method considers even tiny
fluctuations of the energy important, and so there are a large
number of false positives on speech. The accuracy for hum-
ming and speech is therefore low. The accuracy increases as
the WIDT H reaches about 6 dB which corresponds to typi-
cal oscillations of the energy level in speech. As the WIDT H
further increases, the ability to discriminate between speech
and humming deteriorates, as larger portions of speech tend
to be labeled as humming. The accuracy of the recognition
of silence is constant, as only ΘRMS affects this process.

The algorithm requires a certain amount of time corre-
sponding to Nhist frames to determine between speech and
a non-speech sound, which is a drawback of this method.
However, with a careful design of voice commands and non-
speech tonal patterns it is possible to minimize the impact of
this constraint.

Fig. 5. Segmentation using Energy Profile: Example output for
humming and speech. N is the number of important am-
plitude changes (IAC).

Fig. 6. Recognition accuracy of speech, humming, and silence
as a function of WIDT H [dB].

4. Evaluation
Both methods described above were used to find seg-

ments of speech and humming in a small corpus. The rec-
ognized segments were then compared to a gold standard
(manually endpointed and labeled segments).

4.1 Experiment Data
The corpus was collected during a simulation of an in-

teraction with a vector graphic editor controlled by spoken
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Speech Humming Silence
Speaker Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall
1 0.99 0.99 0.94 0.99 0.99 0.97 0.98 0.97 0.99
2 0.99 0.98 0.98 0.99 0.99 0.98 0.98 0.97 0.98
3 0.98 0.97 0.96 0.99 0.99 0.99 0.98 0.96 0.97
4 0.99 0.99 0.97 0.99 1.00 0.97 0.98 0.96 1.00
5 0.99 0.99 0.98 0.99 1.00 0.98 0.99 0.98 0.99
6 0.99 0.98 0.97 0.99 0.99 0.97 0.98 0.98 0.99
7 0.99 0.99 0.97 0.99 1.00 0.96 0.98 0.96 0.99
8 0.98 0.93 0.95 0.98 0.96 0.98 0.97 0.97 0.96
9 0.99 0.97 0.97 0.99 0.99 0.99 0.98 0.98 0.98
10 0.99 0.96 0.97 0.99 1.00 0.98 0.98 0.98 0.99
11 0.98 0.97 0.97 0.97 0.98 0.92 0.95 0.89 0.97
12 0.98 0.94 0.98 0.98 0.97 0.99 0.97 0.98 0.94
13 0.98 0.99 0.94 0.98 0.97 0.98 0.97 0.95 0.98

Tab. 1. Performance of the MFCC method for speaker-dependent training of the neural network.

Speech Humming Silence
Speaker Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall
1 0.96 0.90 0.92 0.96 0.91 0.95 0.97 0.99 0.96
2 0.98 0.97 0.93 0.98 0.95 1.00 0.96 0.96 0.94
3 0.94 0.85 0.89 0.96 0.93 0.98 0.94 0.96 0.85
4 0.97 0.99 0.84 0.98 0.95 1.00 0.97 0.95 0.98
5 0.97 1.00 0.85 0.98 0.95 1.00 0.98 0.97 0.98
6 0.97 0.99 0.85 0.99 0.95 0.99 0.97 0.97 0.99
7 0.97 0.98 0.92 0.98 0.93 1.00 0.96 0.97 0.94
8 0.92 0.82 0.80 0.94 0.95 0.84 0.94 0.91 0.98
9 0.94 0.89 0.82 0.96 0.92 0.94 0.97 0.96 0.98
10 0.96 0.94 0.77 0.97 0.94 0.97 0.98 0.97 0.99
11 0.93 0.94 0.84 0.96 0.96 0.92 0.93 0.85 0.96
12 0.96 1.00 0.81 0.98 0.99 0.97 0.95 0.89 0.99
13 0.92 0.76 0.95 0.93 0.96 0.82 0.95 0.96 0.93

Tab. 2. Performance of the MFCC method for speaker-independent training of the neural network.

Speech Humming Silence
Speaker Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall
1 0.93 0.94 0.68 0.91 0.75 0.99 0.94 0.97 0.92
2 0.81 0.73 0.40 0.76 0.60 0.95 0.89 0.97 0.74
3 0.68 0.39 0.80 0.71 0.85 0.45 0.92 0.91 0.85
4 0.91 0.85 0.59 0.89 0.75 1.00 0.93 0.98 0.87
5 0.89 0.77 0.56 0.83 0.74 0.92 0.90 0.92 0.82
6 0.95 0.80 0.95 0.95 0.83 0.96 0.92 0.98 0.89
7 0.77 0.55 0.66 0.78 0.61 0.68 0.90 0.99 0.79
8 0.86 0.67 0.57 0.78 0.61 0.83 0.81 0.87 0.71
9 0.91 0.88 0.67 0.90 0.78 0.96 0.95 0.97 0.93
10 0.95 0.82 0.85 0.91 0.76 1.00 0.90 1.00 0.83
11 0.89 0.80 0.88 0.89 0.78 0.91 0.89 0.95 0.71
12 0.93 0.87 0.82 0.92 0.83 0.96 0.93 0.96 0.86
13 0.81 0.60 0.70 0.82 0.74 0.71 0.91 0.92 0.86

Tab. 3. Speaker-independent performance of the IAC method – parameters of the method are computed per speaker.

Speech Humming Silence
Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

MFCC Average 0.99 0.97 0.96 0.99 0.99 0.97 0.98 0.96 0.98
non-overlapping SD 0.01 0.02 0.01 0.01 0.01 0.02 0.01 0.02 0.02
MFCC Average 0.95 0.92 0.86 0.97 0.94 0.95 0.96 0.95 0.96
overlapping SD 0.02 0.08 0.06 0.02 0.02 0.06 0.02 0.04 0.04
IAC Average 0.87 0.74 0.70 0.85 0.74 0.87 0.91 0.95 0.83
non-overlapping SD 0.08 0.15 0.15 0.07 0.08 0.16 0.03 0.04 0.07

Tab. 4. Overall performance of the methods.
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commands (such as ”draw line”, ”color green”, ”from here”,
”to here”) and humming commands, which were similar to
commands used in emulating the mouse cursor [1]. The
whole utterances therefore matched the examples provided
by Igarashi and Hughes [2].

A total of 25 minutes and 34 seconds of audio data
was collected from 13 speakers (4 females and 9 males) at
16 kHz. The recordings were acquired in various conditions.
Each speaker used a different microphone (headset, table
or laptop built-in microphone), so the quality, background
noise level and volume level was different in each record-
ing. The corpus contains 434 speech commands (each up to
4 words), and 579 humming commands. Speech utterances
and humming commands were manually searched for in the
audio data in order to generate a gold standard annotation.
Each recording was randomly split in a ratio of 80:20, and
80 % of each recording was considered as the training set.
The rest was used for evaluating the two methods. The same
split was used for each method.

4.2 Results and Discussion
Accuracy, precision and recall measures are used for

evaluating the two methods. The definitions of these values
are shown in the formulas 1, 2 and 3. Tp stands for the num-
ber of frames with a true positive classification, Fp for false
positive, Tn for true negative, and Fn for false negative.

accuracy =
Tp +Tn

Tp +Fp +Fn +Tn
, (1)

precision =
Tp

Tp +Fp
, (2)

recall =
Tp

Tp +Fn
. (3)

The aforementioned measures are usually used for the
identification of two classes only. However, the same mea-
sures can be easily used for more classes as well. The val-
ues have to be then computed separately, i.e. each class is
compared with the rest. When computing the accuracy for
speech, one class contains only the speech frames, while the
other class contains humming and silence frames. Precision
and recall values are computed for the same two classes. The
measures are computed similarly for humming and silence.
This yields total of nine values expressing the performance
of a method.

Tabs. 1, 2 and 3 show results per speaker of both meth-
ods. Two variants of the MFCC are evaluated. In the
first variant (see Tab. 1), the neural network is trained in-
dependently for each speaker. In the second variant (see
Tab. 2), the neural network is trained for all speakers to-
gether. Speakers overlapped in training/testing sets, as only
limited number of different speakers were present in the cor-
pus. The performance of the second variant slightly de-
grades. The parameters of IAC method (see Tab. 3) has to
be adjusted per speaker. The average performances of meth-
ods and variants are summarized in Tab. 4.

The methods presented in the paper can be compared
from several points of view:

• Robustness. The MFCC method outperforms the IAC
method in all values, as shown in Tab. 4. The MFCC
method is therefore more robust than the IAC method.

• Method calibration. The IAC method must be adapted
separately for each speaker. However, the configura-
tion process is simple and fast (in seconds). On the
other hand, the MFCC method can be configured for
several speakers at once (13 speakers in our experi-
ment). The configuration process for this method takes
a longer time (in minutes), as the neural network has to
be properly trained.

• Real-time application. Both MFCC and IAC methods
can be used in real-time application. The delay intro-
duced by both methods is constant: 128 ms for the
MFCC method, and 320 ms for the IAC method.

The results indicate that the development of both meth-
ods is a promising step towards an assistive application
that will provide interaction based on speech combined
with humming commands. The short delay of the MFCC
method is important for providing continuous control –
while the speech segments are processed as a whole, the
humming commands must be processed frame-by-frame to
provide immediate feedback for the user. The accuracy of
the IAC method may be improved by continuous adapta-
tion of the the threshold values ΘRMS, ΘI . This is due to
the fact that the volume of the user’s speech varies over
time. This would be a suitable topic of a future work.

5. Conclusion
Two methods for segmentation of speech and humming

in an audio signal are described in this paper. The first one
is based on computing MFCC and RMS features. Those fea-
tures are processed by a neural network classifier. The other
one – IAC method – is based on a simple observation that the
volume level of the sound changes more rapidly in a speech
signal than in a humming. Both methods were tested on
a small corpus gathered from 13 speakers. The evaluation
of the methods, detailed results and discussion are placed in
Section 4 – Evaluation. As it was shown the MFCC method
outperforms the IAC method in terms of accuracy, precision
and recall.

The first step towards developing an interactive assis-
tive application operated by a combination of speech and
humming has been presented in this paper. However, more
work needs to be done. Formal descriptions of speech and
humming exist separately, and they need to be combined to
provide an easy-to-use tool for developers. There are also
no design guidelines for an interaction that combines speech
and humming. The guidelines will have to accrue from ex-
tensive testing with users.
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