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Abstract. Medical volume segmentation in various imaging 
modalities using real 3D approaches (in contrast to slice-
by-slice segmentation) represents an actual trend. The 
increase in the acquisition resolution leads to large 
amount of data, requiring solutions to reduce the dimen-
sionality of the segmentation problem. In this context, the 
real-time interaction with the large medical data volume 
represents another milestone. This paper addresses the 
twofold problem of the 3D segmentation applied to large 
data sets and also describes an intuitive neuro-fuzzy 
trained interaction method. We present a new hybrid semi-
supervised 3D segmentation, for liver volumes obtained 
from computer tomography scans. This is a challenging 
medical volume segmentation task, due to the acquisition 
and inter-patient variability of the liver parenchyma. The 
proposed solution combines a learning-based segmenta-
tion stage (employing 3D discrete cosine transform and 
a probabilistic support vector machine classifier) with 
a post-processing stage (automatic and manual segmenta-
tion refinement). Optionally, an optimization of the seg-
mentation can be achieved by level sets, using as initiali-
zation the segmentation provided by the learning-based 
solution. The supervised segmentation is applied on ele-
mentary cubes in which the CT volume is decomposed by 
tilling, thus ensuring a significant reduction of the data to 
be classified by the support vector machine into liver/not 
liver. On real volumes, the proposed approach provides 
good segmentation accuracy, with a significant reduction 
in the computational complexity. 
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1. Introduction 
In the area of medical imaging, a core problem with 

significant impact on computer aided medical diagnosis 

consists in the segmentation of the organs, leading to the 
delineation of the volume of interest (VOI) from the se-
quence of slices which form the 3D representation of the 
body portion scanned in different modalities. This repre-
sents the first stage in computer-aided diagnosis and surgi-
cal procedures; therefore the accuracy of the delineation is 
crucial for therapy. One of the often preferred medical 
image acquisition modalities is computer tomography 
(CT), due to its affordable cost and availability in many 
hospitals. The segmentation of various organs in CT raises 
particular challenges, which explains the development of 
different organ specific segmentation algorithms in CT 
volumes segmentation. 

In this paper we aim to present a rather general CT 
volume segmentation framework, adapted however for the 
liver segmentation task. A study of the relevant literature 
reveals the fact that liver delineation from CT scans is not 
an easy task due to a multitude of factors, such as varia-
tions in contrast, acquisition noise, as well as inter-patient 
variability in the shape, size and structure (i.e., texture and 
intensity) of the liver parenchyma. Other difficulties in the 
segmentation of the liver are generated by the nearness and 
similarity of the surrounding organs that have the similar 
intensities and texture. Moreover, local variations in the 
intensity and texture of the same organ may appear in the 
CT scans, due to some pathology, to the contrast agent 
administered or due to the particularities of the local sur-
rounding tissues. Even more challenges arise due to the 
different configurations of the CT scanners.  

Recent literature presents different algorithms for 
liver segmentation, which can be mainly divided in three 
classes: automatic, semiautomatic [1] - [3], or interactive 
[4], [5]. Obviously, automatic liver segmentation is the 
preferred technique, as it saves a precious time and effort 
of the radiologist specialist (otherwise having to perform 
the segmentation manually, often slice by slice in the so-
called pseudo-3D approaches), but is also the most chal-
lenging, as it should be accurate and computational effec-
tive, despite the multitude of factors which leads to a large 
variation of the liver in CT scans mentioned above. 

A large variety of automatic liver segmentation algo-
rithms is presented in the recent literature, differing in the 
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type of features used for describing the liver and in the type 
of knowledge implied to describe the liver shape and loca-
tion. Some methods consist in a series of 2D segmenta-
tions, applied slice by slice on the CT scan and grouped in 
the final stage into a 3D segmentation; therefore they are 
often referred as “pseudo-3D”. Such methods are often not 
fully able to exploit the 3D correlations of voxels compos-
ing the medical volume. Therefore the preferred trend is 
the development of full 3D segmentation procedures, by 
extending the 2D segmentations schemes on volume data. 
Different classes of automatic CT liver segmentation meth-
ods are reported. The simplest category involves threshold 
[6] or multi-threshold [7] segmentation applied on the 
intensity only. The segmentation accuracy achieved by this 
strategy is rather low, as the intensities inside the liver are 
neither always homogeneous, neither perfectly discrimina-
tive between the liver and other organs. A better strategy is 
to take into account also the texture information as signifi-
cant segmentation feature. A recent survey on texture 
analysis for liver segmentation can be found in [8]. The 
most commonly used texture descriptors for liver include 
the gray level difference statistics (GLDS), gray level run 
length statistics (RUNL), edge frequency based texture 
features, Laws texture energy measure (TEM), as well as 
transform based features: Fourier Power Spectrum (FPS), 
Wavelet features, Discrete Cosine Transform (DCT) fea-
tures. These features are further used in different segmen-
tation framework, many of which involve the classification 
of the pixels (in the case of slice-by-slice segmentation of 
the CT volume) or voxels (in the case of a real 3D seg-
mentation) by either supervised or non-supervised classifi-
ers to achieve the delineation of the liver.  

The prior knowledge based approaches represent 
another appealing category for liver segmentation. The 
association between topological distance and orientation is 
used as prior knowledge in [9]. Another recent class of 
algorithms is oriented on atlas-guided segmentation [10], 
[11]. In the statistical approaches, a statistical model dis-
crimination of the liver is established from quantities of 
data sets [12], but in general, the model generation is time 
consuming and requires a large amount of information to 
be able to adapt to inter-patient variability. Another signifi-
cant set of CT medical image segmentation approaches is 
based on active contour models [13], [14], fast marching 
[15] and level set method [16]; however it should be noted 
that the success of these methods depends significantly on 
the initial estimate of the shape of the organ, which should 
be roughly accurate for a fast convergence and good accu-
racy of the final segmentation.  

Despite the wide range, mathematically complex and 
rigorous algorithms and constant improvements in the 
automatic segmentation approaches, the fully automated 
segmentation results are still prone to errors and flaws. 
These flaws are often locally bound, such as – in case of 
the liver – leakage into the heart and stomach region, or 
problems with vena cava inferior. These observations have 
led researchers and radiology specialists to believe that 
computer-aided interactive editing of the segmented sur-

face generated by an automatic algorithm – segmentation 
refinement – is a suitable compromise, which is much less 
time consuming than manual segmentation, yet yields high 
quality results directly usable in surgery planning. 

The traditional interaction devices, offering clinicians 
the possibility to edit volumetric medical data slice by 
slice, are no longer satisfactory, considering that in daily 
practice, 3D anatomical objects are mentally reconstructed 
– as a natural cognitive ability of humans. Since nowadays 
software applications provide 3D reconstruction of ana-
tomical structures facilities, augmented and virtual reality 
offer a more natural way of evaluating the segmentation 
results, facilitating diagnosis. Immersive interaction tech-
niques can also be used for increasing real space perception 
of medical data. Following these considerations, it is im-
portant to have 3D interaction techniques to manipulate 
virtual representations of human organs, and this is cur-
rently an emerging medical imaging field. According to 
Bowman et al. [2], 3D interaction should be defined as the 
type of human-computer interaction in which user’s tasks 
are done in a 3D context – therefore simple non-obstructive 
interfaces are required.  

Many research teams investigated and developed new 
interaction and visualization modalities – some of them 
specifically designed for medical applications. Gratzel et 
al. [17] presented a non-contact mouse for surgeon – com-
puter interaction using gestures. Feied et al. [18] also de-
veloped a hands-free system for visualization of medical 
images during clinical procedures, to avoid radiologists’ 
contact with the keyboard and the mouse, as potential con-
tamination sources. De Paolis et al. [19] propose another 
system that helps surgeons to model patient’s organs and 
interact with them in a more effective way for pre-opera-
tive planning and also during the real surgical procedure. 
The finger movements are detected by means of an optical 
tracking system and are used to simulate the touch of the 
virtual interface. Gallo and Ciampi [20] developed a 3D 
interface for medical data exploration. 3D medical data can 
be manipulated in a semi-immersive virtual environment 
using a data glove with an attached infrared led, tracked by 
a Wii remote sensor. Another medical data visualization 
system is proposed by Cooperstock and Wang [21], which 
implements interaction techniques similar to the manipula-
tion of physical objects. Reitinger et al. [22] developed 
a system for planning liver surgical procedures, called Liv-
erPlanner, with the benefits of stereoscopic visualization 
through HMD and 3D interaction for refinement of medi-
cal images through a system that tracks both the body po-
sition and the interaction device using an optical tracking 
system. The manual segmentation refinement approach 
employed in the proposed system represents a flexible, 
computationally efficient solution implementing a virtual 
probe for 3D volumes interaction, where the positioning is 
based on a neuro-fuzzy algorithm.  

The segmentation framework that we propose in this 
paper provides not only an accurate and flexible 3D seg-
mentation solution, but also a numerical efficient one, as it 
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generalizes the 2D DCT based compressed domain image 
segmentation (proven more efficient than the pixel seg-
mentation in the case of JPEG image encoding [23]) for the 
3D case. The proposed supervised liver segmentation 
method can successfully outline liver in 3D abdominal 
volumes (CT slices), and when it is combined with manual 
refinement facilities and level sets methods, the accuracy 
can be increased even further. Its main novelty is the deri-
vation of the local features in medical volume data based 
on a 3D DCT decomposition applied on voxels blocks. For 
the decision on the resulting 3D blocks (as belonging or 
not to the liver) we employ a probabilistic support vector 
machine (SVM) classifier. The SVM segmentation result is 
refined by several 3D post-processing operations (filtering, 
morphological operations, connected components analysis) 
applied on the intermediate probabilistic output of the 
SVM classifier. Furthermore, the subsequent 3D interac-
tion system for medical volume editing allows an interac-
tive correction/refinement of automatic segmented volume. 
Thus the proposed approach provides a complete 3D solu-
tion to medical volumes segmentation, as illustrated on CT 
images for liver segmentation, where it provides higher 
accuracy than some state of the art solutions, at lower 
computational complexity cost. 

The remaining of the paper is structured as follows: 
Section 2 represents schematically all the steps involved in 
the segmentation process. Section 3 describes in detail the 
supervised segmentation stage of the proposed 3D seg-
mentation method. Section 4 presents the proposed solu-
tion for 3D volume interaction and editing, used in this 
case for rough segmentation refinement. In Section 5, the 
experimental results are presented, and finally, Section 6 
presents some conclusions and possible future extensions 
of our work. 

2. General Structure of the Hybrid 3D 
Learning-and-Interaction 
Segmentation System 
Current automatic segmentation approaches for soft 

tissue organs are most of the time focused on a specific 
problem. Some organs like the heart can be segmented 
using model-based approaches, since the degree of shape 
variation is rather low. For organs with a high degree of 
shape variation, liver case, such approaches may fail, and 
segmentation algorithms have to rely on information avail-
able in images such as gray value and gradient information. 
Unfortunately, the required information cannot always be 
extracted from the images using common approaches, as in 
the case of adjacent organs that share the same gray values 
in the CT image. The resulting incorrect segmentation 
cannot be used in preoperative planning, and therefore the 
medical personal have to rely on manual segmentation by 
drawing segmentation outlines in each 2D image of the 
volumetric set. This procedure is time consuming and inef-
ficient for high resolution scans with hundreds of slices. 
Moreover, even trained radiologists tend to misinterpret 
complex 3D anatomy when only viewing 2D cross-sec-
tions. It must be highlighted that automatic segmentation 
algorithms can successfully accomplish the recovering of 
major parts of the targeted organs structure in many medi-
cal applications including liver segmentation. 

Therefore, we propose a new computationally effi-
cient three step solution for 3D liver segmentation (see 
Fig. 1.). The first step implies a 3D automatic segmenta-
tion, based on support vector machine classification of 
volume blocks described by the 3D DCT blocks. The seg-
mentation result is refined by post-processing: 3D median  

3D Automatic Segmentation 
DCT+ SVM + postprocessing

Load images and 
preprocessing

Binary representation 
of segmentation result

Inspection of the 
segmented liver

3D model of segmented 
liver

Inspection of the segmented 
liver

3D model

Good?Good?

Good ?Good ?

DoneDone

YESYES

3D editing using the 
3D inteaction tool

NONO

NONO

YESYES

3D Level set 
segmentation

NONO

Step 1 – 3D automatic segmentation Step 2 – 3D interactive segmentation 
(Interaction)

Step 3 – levelset segmentation 
(refinement)

 
Fig. 1. The main three steps for the segmentation process. 

 

filtering, 3D morphological operations, and 3D connected 
components analysis. 

In the second step a 3D interactive segmentation (in-
teraction tools) integrates several functionalities to medical 
volume editing and visualization: 3D measurements; posi- 

tioning arbitrary cutting planes; cropping a volume of in-
terest; surface/volume smoothing; 3D morphological op-
erations; anaglyph stereo visualization. Its main novelty is 
the use of fuzzy logic in the 3D virtual probe positioning, 
with the advantages of a low memory usage, real-time 
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operation and low positioning errors as compared to classi-
cal solutions. These tools are easy to manipulate and allow 
a high positioning precision during the interaction with the 
virtual medical volume. 

The third step, level set segmentation, is used for 
segmented volume final refinement, based on active con-
tours. 

In the third step, level set segmentation is used for the 
final refinement of the segmented volume; to preserve the 
benefit of the fast computations ensured by our solution, 
we chose to employ a fast approximation of the zero level 
set method developed by Malcolm et al. [24]. Provided 
a good initialization is available, as offered by our system, 
the level set method has already proven very successful in 
medical volumes segmentation (and there are several 
works using this strategy as a kind of “last post-process-
ing” step, for refining the segmentation results in the last 
decade, e.g. Jiang et al. [25]). 

3. 3D DCT Supervised Segmentation 
Component 
The 3D automatic segmentation process is described 

in Fig. 2. The segmentation approach contains two phases: 
the training phase and the testing phase. The feature vector 
is formed by the quantized 3D DCT coefficients and for 
data classification a support vector machine is used. Here, 
the DCT is applied locally, on block level, following the 
image/volume splitting into square/cube blocks.  

We consider the 3D volumes divided in non-overlap-
ping blocks (by tilling), for two main reasons. The algo-
rithm is not applied on each pixel, but on each non-over-
lapping block, not just for reduce the computational 
complexity, but also to open the direction of developing 
this algorithm directly in the compressed domain. Nowa-
days, in order to save storage space and time for data 
transmission, even the medical images are compressed. The 
most used compression standards are the ones based on 
DCT, among JPEG is widely used. For store the CT vol-
umes each image slide is independently compressed.  

In the JPEG compression standard the image is first 
divided into 2D blocks of 8×8 pixels and each block is 
compressed individually [26]. In our segmentation method, 
we use blocks of 4×4 pixels, which can be extracted di-
rectly in the compressed domain by using the relationship 
between a 2D DCT block and its 2D DCT sub-blocks [27] 
(this implies three sparse matrices multiplications). For CT 
volumes, compressed in the JPEG format, the 3D DCT 
blocks can be obtained, without decompression, by apply-
ing the 1D DCT on a set of image slides. Therefore, the 
compressed domain implementation seems to be feasible, 
offering a significant computational time reduction that is 
a very important aspect when dealing with 3D volumes. 

For segmentation, the feature vector is formed by the 
quantized 3D DCT coefficients. The 3D blocks of the DCT 

coefficients are ordered in a manner that indicates the fre-
quency components in an ascending order, therefore, the 
biggest (which are the most relevant) values are grouped at 
the beginning of this vector. Due to quantization a large 
amount of the DCT coefficients are zero (many of the AC 
coefficients, usually the high frequency ones, are quantized 
to zero), therefore part of the values are not included in the 
feature vector. 

The SVM segmentation result is followed by a 3D 
post-processing. 

 
Fig. 2.  The 3D automatic segmentation process. 

3.1 3D DCT Features Extraction 

The discrete cosine transform (DCT) is widely used 
in image segmentation/classification and compression, due 
to its properties: the data de-correlation and efficient 
energy compaction. The DCT image representation con-
centrates the spatial image content in relatively few non-
zero coefficients. The DCT coefficients contain many fea-
tures about the content of image, reflecting the same 
features as those used at pixel level. Thus, the DC 
coefficient represents the average intensity value in a block 
of pixels/voxels, while the AC coefficients reflect the 
variance of luminance changes in pixels/voxels within the 
same block. 

The DCT is considered one of the best options for 
textural feature extraction, therefore, the use of DCT coef-
ficients in texture-based image segmentation/ classification 
has been explored by several researchers [23], [28]. The 
DCT based approaches can outperform the discrete Wave-
let transform (DWT) ones, if a compromise efficiency-
accuracy is considered [28].  
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The DCT is also used in popular compression stan-
dards such as JPEG and MPEG. Nowadays, 3D DCT is 
considered as a solution for three dimensional image com-
pressions [29]. There are several 3D DCT based techniques 
to compress video sequences, multi-view image sets and 
other types of stereoscopic data.  

Image segmentation can be done on pixel/voxel level 
considering the local color and texture information, but 
also at block level in the reduced feature space formed by 
the ordered quantized DCT coefficients.  

Taking into account the success of the existing ap-
proaches of texture segmentation directly in the quantized 
DCT coefficients domain [23] (mainly implemented on 
JPEG images and MPEG video sequences), with their 
computational efficiency advantage, we propose a 3D DCT 
block level segmentation. Our approach splits the 3D vol-
ume into non-overlapping blocks of size N×N×N (where N 
is small enough to approximate accurately a unit volume, 
but large enough to capture local texture properties in the 
volume; e.g. N = 3...8). For each block the ordered quan-
tized 3D DCT coefficients are computed and arranged in 
vector form, thus representing each unit volume from the 
liver in a feature space whose dimension is significantly 
smaller than 3N (due to the coefficients quantization). 
Therefore the entire volume is represented by a set of data 
that is N3 times smaller than the original number of voxels. 
The reduced feature space, as well as the reduced data set, 
makes the implementation of rather complex segmentation 
procedures computationally easier. 

The 3-D DCT of each N×N×N voxels block, de-
scribed by the intensity values in the spatial locations  
(x, y, z) in the block (  zyx ,,f  – the intensity value) is 

defined as: 
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and F[N×N×N] is the 3D DCT coefficients block, with 
 wvu ,,F  representing the value of a DCT coefficient. 

The 8×8×8 DCT basic volumes are represented in 
Fig. 3.(a), together with the proposed approach that uses 
only a variant of 4×4×4 DCT basic volumes in Fig. 3(b).  

The dominant AC coefficients spread along the major 
axes of the 3D-DCT cube [30]. The coefficient distribution 
can be modeled by splitting the cube into two regions: the 
left-upper region which will include the most significant 
coefficients and the right-down region which will include 
the high frequency coefficients (these are very low values 
or zero and can be eliminated, as most of them account for 
noise). 

 
(a) 

 
(b) 

Fig. 3.  (a) Basic 8×8×8  DCT volumes, (b) Basic 4×4×4 DCT 
volumes. 

In this paper, the quantization is done by eliminating 
the values from the second region and rounding the DCT 
coefficients from the first region to the nearest integer. In 
this step the redundant information is eliminated. 

To determine the optimal truncation order of the 3D-
DCT coefficients for the given liver segmentation problem, 
we implemented the two most familiar approaches [30]: 
a linear 3D zigzag scanning (using the isoplane) and 
a shifted complement hyperboloid function. 

In the first approach, the linear 3D zig-zag scanning, 
the 3D DCT coefficients are ordered based on the sum of 
their indices:  

 Kwvuwvu ),,(g   (2) 

where the function ),,( wvug  defines the left-upper region 
(as shown in Fig. 4. by blue color/ solid area) and repre-
sents the position of the quantized  wvu ,,F  DCT coeffi-
cients that are included in the feature vector. 

The border (as illustrated in Fig. 4(a)) between the 
two regions (the dominant and the less significant coeffi-
cients, respectively) is controlled by the constant value K. 
However, this approach doesn’t include effectively the 3D 
DCT coefficients along the major axes and it includes more 
zeros inside the cube. 
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In the second approach, the shifted complement hy-
perboloid function was used to select the dominant 3D 
DCT coefficients as illustrated in Fig. 4(b). This approach 
is better than the linear 3D zig-zag scan method in general, 
since it includes effectively the 3D DCT coefficients along 
the major axes and it includes less zeros inside the cube. 
The shifted complement hyperboloid function is defined 
as:  

 Kwvuwvu ),,(g   (3) 

where K is a positive real-valued scalar controlling the 
amount of 3D DCT coefficients to be kept after the trunca-
tion. 

 
(a)                       (b) 

Fig. 4.  (a) The linear 3D zigzag scanning, (b) The region 
defined by a shifted complement hyperboloid function. 

In our segmentation approach, the ordered quantized 
3D DCT coefficients that represent essential features (in a 
reduced data space - the majority of the AC coefficients are 
zero after the quantization) are used in the next step for 
data classification by SVM in either “liver blocks” or “non-
liver blocks”. Therefore, we benefit of the major advantage 
of obtaining a reduced computational complexity while 
preserving all the data needed for an accurate classifica-
tion. 

3.2 Support Vector Machine Classification 

Support vector machines (SVMs) are one of the most 
popular machine learning methods in classification and 
regression [31]. In its implicit form, an SVM is a binary 
classifier which provides the benefit of learning with high 
precision and recall from a relatively sparse set of training 
data. The segmentation problem addressed here can easily 
be regarded as a binary classification of the elementary 
volume blocks in one of two classes: liver or non-liver, 
therefore the use of a binary SVM classifier for this task in 
the feature space described in the previous sub-section is 
a suitable and appealing solution. 

The SVM classification principle lies in the derivation 
of an optimal separating hyperplane that will classify the 
data from the two classes associated to the binary classifi-
cation problem with – ideally – no error and with maxi-
mum margin to the hyperplane for the data in both classes. 
The derivation of the optimal separating hyperplane is 
done in the training phase, based on a set of labeled train-
ing data. In the classification phase, the position of any 
unlabeled data in respect to the hyperplane determines the 
classification of the data. Of course, depending on the 
classification problem and on the feature space, the data 

may be or may not be linearly separable. In the case of 
linearly separable data, a linear SVM would perform very 
well; however in the most frequent case of non-linearly 
separable data, one can use a non-linear SVM classifier. In 
principle a non-linear SVM classifier projects the data from 
the original feature space in a higher dimensional feature 
space, through the use of some kernel mapping, in which 
the data become linearly separable. Then the optimal sepa-
rating hyperplane is derived in this higher-dimensional 
feature space, and further used for classification. 

Among the most familiar kernel functions, the poly-
nomial kernels and radial basis function (RBF) kernels 
should be mentioned. 

After some preliminary tests for classification of data 
in liver/non-liver classes, we chose the RBF kernel as giv-
ing the best accuracy and generalization performance on 
a validation data set. We tune the RBF kernel parameter 
and the penalty factor C to minimize the error in the 
training set and to maximize the recall performance. For 
that we used a “greed-search” on C and using cross-
validation.  

In the most common form, an SVM classifier outputs 
only the most likely class label based on the principle of 
the position of the data versus the hyperplane. However, 
probabilistic extensions of SVMs exist and are very ap-
pealing [32], since they may increase the classification 
accuracy if combined with other post-classification refine-
ment strategies or if the probabilistic threshold is adapted 
to the given data set [33] (as the default probabilistic 
threshold of 0.5 is not always Bayes optimal). 

This probabilistic threshold = cut-off point could be 
found using receiver operating characteristic (ROC) 
curves. 

 
Fig. 5.  Finding the best cut-off point from the ROC curve. 

If Sn and Sp denote sensitivity and specificity, respec-
tively, the distance between the point (0, 1) and any point 
on the ROC curve is:  

 22 )1()1( pn SSd  .  (4) 
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To obtain the optimal cut-off point (threshold) to dis-
criminate the liver voxels from non-liver ones, one has to 
calculate this distance for each observed cut-off point, and 
locate the point where the distance is minimal.  

3.3 3D Post-processing of the SVM Segmenta-
tion Result 

The SVM classifier is able to distinguish well be-
tween the blocks with liver-like texture and other textures, 
but this type of texture is not specific to the liver only in an 
abdominal CT scan, being found in other organs as well 
(e.g. spleen). 

Therefore misclassified blocks appear mostly outside 
the liver. Also some volume units inside the liver may be 
misclassified as non-liver, depending on the quality of the 
acquired volume. To improve the segmentation result, 
several refinement operations are employed, applied again 
at block level, in the sequence shown in Fig. 6. 

 
Fig. 6.  Refinement process – refined segmented volume. 

In order to remove blocks incorrectly classified as 
liver from the final segmentation, as they belong to other 
organs, but they share to some texture with the liver, we 
should use a 3D connected component labeling, which will 
be able to distinguish the liver if it does not appear very 
close to other such organs. However as the block level 
operation and possible misclassifications cannot guarantee 
this assumption (i.e. no spurious connections between the 
liver and another organ) in all the volumes, we perform 3D 
morphological erosion with a spherical structuring element 
prior to the connected component analysis step. This will 
remove the spurious connections only and not affect sig-
nificantly the liver parts. Afterwards, we extract the largest 
component, because we know liver is the biggest compo-
nent from the classified volume. To restore the size of the 
liver (as it was reduced due to the previous 3D erosion), 
a 3D binary dilation with the same spherical structuring 
element is applied on the extracted component. 

4. The 3D Interaction-based Rough 
Segmentation Refinement 
Immersive interaction techniques alleviate many in-

terpretation and visualization problems and enable the 
clinicians to have a more intuitive image of the 3D medical 
data. Our goal was to design and implement a flexible, fast 
and accurate alternative to the few existing solutions, by 
integrating a neuro-fuzzy logic system in the 3D recon-
struction of the virtual interaction probe. 

For this purpose we developed an interaction pen-like 
device tracked by two web cameras, integrated with a sys-
tem for 3D medical data manipulation and 3D editing. The 
integrated setup presents various functions for 3D seg-
mentation refinement and for manipulation of 3D medical 
data [34], and the system is presented in Fig. 7. 

Generally, a 3D interaction system implies the camera 
calibration, followed by the detection and tracking of 
an interaction device. 

In our case, two off the shelf web-cameras are in-
volved. A checker-board calibration pattern is used for 
producing a reliable training set. The input-output data 
must cover all the input variable space, represented as 
a virtual bounding box. 

The method finds a set of rules defining the function-
ality of the cameras involved in the stereo configuration. 
Three fuzzy logic systems are involved, one for each di-
mension of the 3D space. All these fuzzy logic systems 
take as inputs the coordinates of the two 2D cameras: 

1C
ix , 1C

iy  and 2C
ix , 2C

iy . The outputs of the fuzzy systems are 

the coordinates of the reconstructed points in 3D space: 
D

ix3  - on X, D
iy3  - on Y, and D

iz3 ,  - on Z. To improve the 

accuracy, the initial fuzzy system is trained using an adap-
tive neuro-fuzzy training method (ANFIS) and the training 
data set. During the training, both types of fuzzy system 
parameters (nonlinear and linear ones) are adapted. ANFIS 
uses a combination of least-squares and back-propagation 
gradient descent methods. 

The resulting fuzzy model is tested from the accuracy 
point of view. If the model accuracy is acceptable, the 
modeling procedure stops and provides the desired neuro-
fuzzy model. If this is not the case, the procedure can be 
resumed either by re-training the fuzzy system with differ-
ent parameters of the training procedure (e.g. an increased 
number of training epochs), generating a new initial fuzzy 
system with a different structure, or even by determining 
a new data set. 

The proposed neuro-fuzzy 3D visual interaction 
framework integrates several functionalities to medical 
volume editing and visualization: 3D measurements; posi-
tioning arbitrary cutting planes; cropping a volume of 
interest; surface/volume smoothing; 3D morphological 
operations; anaglyph stereo visualization. 

In order to smooth the surface of segmented liver and 
also to correct small misclassified voxels, we further offer 
the possibility of applying a final refinement approach that 
can be obtained with the help of deformable 3D surfaces.  

The level set methods are an appealing class of 
deformable surface methods (more precisely, evolving sur-
faces as a result to some velocity fields depending on the 
image structure and geometry, fields that can be defined by 
the user), since, unlike the active surface models, they 
allow tracking a “boundary” surface even if the surface 
changes its topology. This is made mathematically possible 
by the introduction of a new dimension to the space where 
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Fig. 7.  Integrated system architecture for visualization and 3D interaction. 

 
the surface lies, and defining therefore a higher dimen-
sional, time evolving function (a surface in the higher di-
mensional space) whose level set is the desired boundary 
surface. The level set is merely the intersection of the high 
dimensional time evolving function with a plane. In most 
of the cases, only the zero level set (i.e., the intersection or 
the cut of the high dimensional surface with the plane 
passing through zero) is of interest, therefore the name of 
zero level set method for many level set segmentation 
approaches. One of the drawbacks of the level set methods 
in their practical applications is however their numerical 
complexity, which explained the development of simpler 
approximate implementations. Since here we only use 
a level set method as a segmentation refinement step, we 
will not proceed in detailing the mathematics behind level 
sets. 

Following the current trend in medical volumes seg-
mentation, we resort in this final stage to an approximation 
of the zero level set segmentation method, as proposed by 
Malcolm et al. [24]. The initial boundary surface (called in 
[24], interface) is provided in discrete form by the 3D liver 
delineation obtained after SVM classification and (if nec-
essary) manual segmentation refinement. The volume to be 
segmented is re-scaled original CT liver volume. As energy 
term to generate the force (used to move the high dimen-
sional surface whose zero level set is searched for), we use 
the mean and variance, as defined in [24], as it is proven to 
give the best accuracy for the set of volumes used in our 
experiments. It is worth mentioning that our solution al-
ready provides, as proven in the next section, a good initial 
estimate of the liver delineation.  

Since the current segmentation result provides a very 
close solution to the real delineation of the liver (with pos-
sible jags however, due to the cube level segmentation of 

the abdominal volume), the refinement resulting from the 
level set based method is expected superior to an atlas-
based or manual (rough) initialization, in many cases, as 
the results also prove. This also explains the fast conver-
gence of the level set and the extremely small risk of the 
surface being trapped in a wrong local minimum. From the 
many existing implementations of the level set methods for 
medical volume segmentation, we chose to use the ap-
proximate solution in [24] due to its reduced computational 
complexity, which is a requirement for practical medical 
volume segmentation systems, if they are to be used in 
assisted liver surgery. 

5. Implementation and Results 

The algorithm was implemented in Matlab, using 
an open source software LIBSVM [35] for the implemen-
tation of the probabilistic SVM, on an I5 (2.5 GHz) proces-
sor and 4 GB of memory. For the segmentation refinement 
by the approximate level set method, we used the Matlab 
package of Malcolm et al. [24], available on 
http://jgmalcolm.com/code/ls_sparse.zip. Estimating proc-
essing time for volume segmentation (more than 200 
slices) is about 10 minutes, which can be considered fast as 
compared to most reported algorithms. 

Data sets used in the segmentation process are real 
CT slices (anonymized), each set (two data sets were used 
for training and 7 data sets for testing, a total of 9 datasets 
were involved) having between 200-350 slices. For these 
datasets, pixel spacing varies between 0.5-0.8 mm in x/y 
directions and distance between consecutive slices varies 
from 0.5 to 1 mm. Data set used for testing contains both 
types of images (with/without contrast agent), making the 
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segmentation process even harder. Two data sets were 
provided by physician Prof. Doctor Erich Sorantin (coau-
thor of this article) and the rest of them from MICCAI 
database [10]. The datasets used are shown in Tab. 1. 

 

Volume Pixel Dimensions Dimensions Contrast 
Agent 

Data 
Source 

1 [0.74;0.74;0.74] [512,512,281] yes MICCAI 

2 [0.54;0.54;0.54] [512,512,277] yes MICCAI 

3 [0.56;0.56;0.562] [512,512,318] yes MICCAI 

4 [0.69;0.69;0.69] [512,512,315] yes MICCAI 

5 [0.68;0.68;0.68] [512,512,354] no MICCAI 

6 [0.58;0.58;1] [512,512,191] no MICCAI 

7 [0.70;0.70;1] [512,512,212] yes MICCAI 

8 [0.75;0.75;0.75] [512,512,312] yes Sorantin 

9 [0.62;0.62;0.62] [512,512,305] yes Sorantin 

Tab. 1.  Datasets details. 

The proposed liver segmentation method has been 
evaluated by comparing the segmented liver to the ground 
truth provided by a radiologist/MICAI database. During 
the segmentation process we use no assumptions about 
size, location, and intensity range of liver, but clearly such 
information could further improve the segmentation. 

In the preprocessing step (applied to both training and 
test dataset), images are resampled to isotropic voxels 
(using triliniar interpolation) and at the end of the segmen-
tation process the test datasets are resampled back to the 
original dimensions.  

The segmentation process begins with decomposition 
of the medical volume in blocks of 4×4×4 pixels. We 
choose these dimensions for our 3D data blocks because 
bigger blocks will lead to a much rougher segmentation. 
This step is followed by the application of the 3D DCT on 
each block and the quantization of the resulting coeffi-
cients – in our approach, simply a truncation with the 
shifted complement hyperboloid function Fig. 4.b, with the 
parameter controlling the shape of the hyperboloid (see 
equation (3)), K = 3. As the result, instead of using all 64 
features that are present in a 3D DCT block, we use only 
19 coefficients from each block in the process of train-
ing/classification. 

The SVM kernel parameters and the optimal thresh-
old on the SVM output probability are also adjusted based 
on a training/validation data set and also using ROC 
curves. The cut-off point (on a test dataset) using ROC 
curves can be observed in Fig. 8. 

The performance, based on Bayes theorem, on 
segmentation test-set represented as a Partest graph and 
Roseplot Partest graph can be observed in Fig. 9. 

The optimal threshold for SVM classification (in 
conjunction with the segmentation refinement) for the most 
accurate liver segmentation is found to be around 0.72.  

 
Fig. 8.  Cut-off point. 

 
Fig. 9.  Segmentation performance: Partest Graph and 

Roseplot Partest Graph. 

In respect to the post-processing applied in the seg-
mentation refinement, we should mention that the 3D me-
dian filter was applied in 5 by 5 by 5 neighborhoods. For 
the 3D morphological operations, the chosen spherical 
structuring element radius was 6. These parameters should 
be in general adapted to the acquisition device parameters. 

Evaluation of the proposed algorithm was performed 
by computing the following parameters: sensitivity (Sn), 
specificity (Sp), error rate (Er), volumetric overlap error 
(VOE), accuracy (Acc) and volumetric difference (DiffV), 
defined as:  

 ,
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where: TP - true positive, TN - true negative, FP - false 
positive, FN - false negative, V(A) - segmented volume, 
V(R) - ground truth volume.  

Some of the results we obtained are shown in Tab. 2. 

It is very difficult to make an objective comparison 
among different proposed systems due to the lack of a gold 
standard dataset and because every researcher uses differ-
ent evaluation  measures. However,  some  recent  reported 
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Contrast 
agent 

Vol Sn Sp 
Error 
Rate 

Acc DiffV VOE 

no 1 0.94 0.99 1.38% 99.1%  3.7 13.1% 
no 2 0.90    0.99 0.8% 99.72%  -4.5 13.56% 
no 3 0.90 0.99 0.71% 99.61% 0.88 13.87% 
yes 4 0.94 0.99 0.74% 99.45% 7.63 15.02% 
yes 5 0.90 0.99 0.69% 99.77% -4.8 12.83% 
yes 6 0.95 0.99 0.61% 99.61% 3.64 14.08% 
yes 7 0.90 0.99 0.8% 99.53% -5.2 14.47% 
yes 8 0.90 0.99 0.56% 99.90% -7 11.96% 
yes 9 0.79 0.99 1.01% 99.81% -16.24 24.1% 

Tab. 2.  Segmentation evaluation. 

results are the following: in [36] Ciecholewski et al. re-
ported the sensitivity of their method to be 0.733, its speci-
ficity to be 0.833, and accuracy to be 78.3%. In [37] Cam-
padelli et al. reported sensitivity 0.93 and 0.88 for two 
proposed methods for liver segmentation. In [38] Xu et al. 
proposed a method to segment organs including liver, and 
their reported sensitivity and specificity was 0.73 and 0.95 
respectively. In a recent work [39] Foruzan et al. reported 
sensitivity, specificity, accuracy and error rate as 0.88, 
0.99, 98% and 1.15% respectively. 

In [40], the reported volumetric overlap error is 
between 14.31%–26.26%. 

The approach based on wavelets proposed by [41] 
achieved at most 0.94 true positive (sensitivity) on test data 
sets, and 0.96 on partly trained data set.  

Our algorithm performs better or at least with compa-
rable results as can be seen in Tab. 1.Some segmentation 
examples are shown in Fig. 10, Fig. 11 and Fig. 12: 

 
Fig. 10. Liver segmentation results: yellow – perfect segmenta-

tion, green – under-segmentation, red – over-segmen-
tation. 

 
Fig. 11.  3D segmented liver relative to the abdominal cavity, 

3D liver segmentation result - red, and ground truth – 
blue. 

The hardware setup used for interaction involves a 
laptop equipped with an Intel i5 processor, 4 GB DDR3, 

NvidiaGforce GTS 360M video graphics, one additional 
monitor, anaglyph glasses, two Logitech Pro 9000 web-
cams and the 3D interaction tool (a stick with an infrared 
led of 1200 radiation angle attached). The system’s setup 
during the operation is shown in Fig. 13. 

 
Fig. 12.  3D segmented liver relative to the abdominal cavity. 

 
Fig. 13.  The setup of the proposed 3D medical visual interac-

tion system. 

 

 

Fig.14.  Liver segmented that present leakages into the heart, 
and the result after segmentation refinement. 
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In certain cases defects appear at fully automated 
segmentation. These defects are often locally bound, such 
as – in case of the liver – leakage into the heart and prob-
lems with vena cava inferior. For such cases, edit-
ing/removing operations of these artifacts are necessary. 
These operations can easily be done with the help of a 3D 
interaction tool instead of 2D approaches that model a 3D 
interaction. Such an example is presented in Fig. 14 to-
gether with the applied refinement realizes with adequate 
interaction tools as the given one. 

Results obtained after rough segmentation on differ-
ent volumes are presented in Tab. 3.  
 

Contrast 
agent 

Vol Sn Sp 
Error 
Rate 

Acc DiffV VOE 

no 1 0.95 0.99 1.2% 99.3% 2.3 12.1% 
no 2 0.93 0.99 0.81% 99.80% -2.3 11.33%
no 3 0.91 0.99 0.56% 99.81% -4.2 11.38%
yes 4 0.95 0.99 0.67% 99.53% 5.8 13.80%
yes 5 0.91 0.99 0.72% 99.80% -4.1 12.43%
yes 6 0.94 0.99 0.56% 99.75% -1.67 13.13%
yes 7 0.92 0.99 0.67% 99.67% -0.37 13.47%
yes 8 0.91 0.99 0.55% 99.87% -6.6 11.81%
yes 9 0.89 0.99 0.58% 99.82% -5.8 13.81%

Tab. 3.  Segmentation evaluation after refinement with the 
interaction tool. 

In order to further smooth the surface of segmented 
liver and also to correct small misclassified we applied 3D 
level set method on the results obtained at the previous 
step, Tab. 3. Visual results of this approach can be ob-
served on a test slice in Fig. 15. 

 
Fig. 15.  Segmentation result using deformable surfaces (level 

set), using as a mask the initial segmentation. Red 
contour – ground truth, green contour - initialization 
mask, and blue contour – the segmentation result. 

 

Contrast 
agent 

Vol Sn Sp 
Error 
Rate 

Acc DiffV VOE 

no 1 0.96 0.99 0.6% 99.5% 1.4 11.1% 
no 2 0.95 0.99 0.55% 99.80%   1.03  10.53% 
no 3 0.97 0.99 0.41% 99.72% 3 8.02% 
yes 4 0.97 0.99 0.64% 99.44%  4.6  13.01% 
yes 5 0.93 0.99 0.73% 99.88% -2.3  11.73% 
yes 6 0.95 0.99 0.55% 99.63%    4.39  12.58% 
yes 7 0.96 0.99 0.65% 99.77% 7.9 13.1% 
yes 8 0.96 0.99 0.44% 99.90%    1.86 8.8% 
yes 9 0.95 0.99 0.42% 99.75%   1.39 10% 

Tab. 4.  Segmentation evaluation after applying active contours 
(deformable surfaces). 

An additional table summarizing the results in terms 
of specificity, sensitivity and volumetric overlap error after 
each of the three segmentation steps shown in Fig. 1 
(namely, Tab. 5) was added, to allow noticing the some-
times slight improvement, but in some cases significant 
improvement in the performance – e.g., in the volumetric 
overlap error, which (for example, in the case of the 3rd 
line in the table) decreases from 13.87% (automatic seg-
mentation) to 11.38% (manual refinement) and 8.02% 
(after applying level set segmentation). The conclusion can 
be that, while not always necessary, the two refinement 
steps may be in some cases very useful mandatory. 

The results are promising and advantages of the pro-
posed approach are evident and include basic tools for 
segmentation and refinement/editing, all working in 3D 
space making both interaction and computation faster than 
in 2D space. 

Regarding the segmentation algorithm, the most im-
portant advantage is the short convergence time (10 min – 
taking into account that the algorithms was developed in 
Matlab, shorter convergence time can be obtained when the 
algorithm is developed in a faster programming language 
as C, C++))(thanks to the proposed solution that works at 
3D block level instead of pixel level). 

Regarding editing/segmentation system, the principal 
advantage is that it can easily be integrated with actual 
workflow and with reduced costs less hardware demanding 
and present less complexity compared with Liver Planer 
[22] that is one of the few existing solutions that are avail-
able for this purpose of 3D segmentation/refinement and 
that actually use real 3D interaction tools and not only 
transformations/mapping of 2D interaction tools in 3D 
scene/space. 
 

Step 1 Step 2 Step 3 Step 1 Step 2 Step 3 Contrast 
agent 

Vol 
Sn Sn Sn VOE VOE VOE 

no 1 0.94 0.95 0.96 13.1% 12.1% 11.1% 
no 2 0.90 0.93 0.95 13.56% 11.33% 10.53% 
no 3 0.90 0.91 0.97 13.87% 11.38% 8.02% 
yes 4 0.94 0.95 0.97 15.02% 13.80% 13.01% 
yes 5 0.90 0.91 0.93 12.83% 12.43% 11.73% 
yes 6 0.95 0.94 0.94 14.08% 13.13% 12.58% 
yes 7 0.90 0.92 0.96 14.47% 13.47% 13.1% 
yes 8 0.90 0.91 0.96 11.96% 11.81% 8.8% 
yes 9 0.79 0.89 0.95 24.1% 13.81% 10% 

Tab. 5.  Segmentation evaluation after each step. 
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6. Conclusions 
This paper proposes and evaluates a promising system 

used for liver segmentation that can be used as the first step 
in liver treatment planning. It is based on texture feature 
analysis obtained from 3D DCT block coefficients, support 
vector machines, and refinement provided by combined 
morphological operations, median filtering and connected 
components. Further refinement is necessary in certain 
cases despite the good accuracy of the automatic segmen-
tation, due to inter and even intra-patient variability inside 
the liver parenchyma, limited resolution of the CT scans 
and possible acquisition artifacts. Immersive interaction 
alleviates many interpretation and visualization problems 
enabling the clinicians to have a more natural view of the 
medical data represented as a 3D volume. That is why we 
provided a 3D tool for manual rough refinement of the 
initial segmentation result in the form of a flexible virtual 
3D probe for manual interaction, using neuro-fuzzy tech-
niques for two cameras. When more cameras are necessary, 
the fuzzy model can be easily extended by including 
a richer set of rules. Eventually, a fine refinement proce-
dure based on 3D level sets is used for obtaining an accu-
rate segmentation. The entire segmentation process was 
conducted at a 3D level (classification, post processing and 
also the refinement step) resulting in fewer connectivity 
errors and, due to the block-level supervised approach, 
faster computation time than existing 2D approaches. The 
obtained results on real CT volumes have demonstrated 
efficiency of the proposed approach. In our future work, 
we will investigate the possibility of generalizing the pro-
posed framework for different imaging modalities and 
organ segmentation tasks, to create a flexible and easy to 
use and train 3D segmentation environment. Another pro-
posed extension of our solution consists in its application 
on a 3D representation based on JPEG compressed CT 
slices, which can improve even further the computational 
efficiency of the segmentation. Further developments in the 
sense of multi-modal volumes segmentation will also be 
considered. 
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