
954 S. KUPCHAN, M. PINCHAS, A CLOSED-FORM APPROXIMATED EXPRESSION FOR THE RESIDUAL ISI OBTAINED BY . . .

A Closed-Form Approximated Expression for the
Residual ISI Obtained by Blind Adaptive Equalizers with

Gain Equal or Less than One
Simon KUPCHAN, Monika PINCHAS

Dept. of Electrical and Electronic Engineering, Ariel University of Samaria, Ariel 40700, Israel

simonkupchan@gmail.com, monika.pinchas@gmail.com

Abstract. In this paper we propose for the real and two in-
dependent quadrature carrier cases, a closed-form approx-
imated expression for the achievable residual Inter-Symbol
Interference (ISI). The expression depends on the step-size
parameter, equalizer’s tap length, equalized output gain, in-
put signal statistics, channel power and SNR. This expres-
sion is valid for blind adaptive equalizers where the error
fed into the adaptive mechanism, which updates the equal-
izer‘s taps, can be expressed as a polynomial function of or-
der three of the equalized output, and where the gain be-
tween the input and equalized output signal is less than, or
equal to one, as in the case of Godard (gain= 1) and WNEW
(gain < 1) algorithm. Since the channel power is measur-
able, or can be calculated if the channel coefficients are
given, there is no need for simulation with various step-size
parameters to reach the required residual ISI. In addition, we
show two new equalization methods (gain dependent) which
have improved equalization performance compared to Go-
dard and WNEW.
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1. Introduction
The wireless bandwidth limitation by government reg-

ulations, the large number of wireless applications sharing
the limited bandwidth and constantly increasing communi-
cation speeds accentuate the ISI distortion. This is the main
limitation factor for increasing communication speed. To-
day, wireless networks, such as GSM transmit training se-
quences, take up to 16% [1] of the channel capacity. This
can be eliminated by using blind equalizers to retrieve trans-
mitted data through the noisy channels by eliminating train-
ing sequence transmission. Thus preserving channel capac-
ity for the data communication, which will increase speed.
To develop a new blind equalizer we need to evaluate its
performance using the achievable residual ISI. Developing

a new blind equalizer involves choosing the equalizer’s tap
length and step-size parameter for a particular application
or channel. Formerly, we used time consuming simulation
for performance assessment. This part of the development
process can be eliminated by using the closed-form approx-
imated expression for the achievable residual ISI developed
by Pinchas [2] for the noiseless case and expanded for the
noisy environment by the same author in [3]. Both of the
above mentioned expressions [2], [3] work well for equaliz-
ers with equalized output gain equal to one, as in Godard [5].
In [4] the WNEW algorithm was developed showing excel-
lent equalization performance while having the same com-
putational burden as the Godard algorithm. But its equalized
output gain is lower than one. Thus, the expressions for the
residual ISI developed in [2] and [3] are not applicable for
the WNEW [4] algorithm as shown in Section V.

In this work, we develop a new closed-form approx-
imated expression for the residual ISI for blind adaptive
equalizers with equalized output gain lower or equal to one.
As a by-product we present two new equalization methods
(gain dependent) with improved equalization performance
compared to the WNEW [4] and Godard [5] algorithm.

The paper is organized as follows: After describing
the system under consideration in Section 2, the closed-
form approximated expression for the achievable residual
lSI is introduced in Section 3. In Section 4 two new equal-
ization methods are introduced. Simulation results for the
new closed-form approximated expression for the residual
ISI and the new developed algorithms (gain dependent) are
given in Section 5. The conclusion is presented in Section 6.

2. System Description
The system under consideration is the same system as

used in [2], [3] and recalled here in Fig. 1.

We use in the following the same assumptions done in
[2], [3]:

1. The transmitted sequence x[n] is a Quadrature Ampli-
tude Modulated (QAM) constellation, where xr and xi
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Fig. 1. Block diagram of the baseband communication
system.

are the real and imaginary parts of x[n] respectively and
are independent. σ2

x is the variance of x[n].

2. The unknown channel h[n] is a possibly non-minimum
phase linear time-invariant filter in which the transfer
function has no ”deep zeros”, namely, the zeros lie suf-
ficiently far from the unit circle.

3. The equalizer c[n] is a tap-delay line.

4. The noise w[n] is an additive Gaussian white noise with
variance σ2

w.

The sequence x[n] is transmitted through the channel
h[n] and is corrupted with noise w[n]. Therefore, the equal-
izer’s input sequence y[n] may be written as:

y[n] = x[n]∗h[n]+w[n] (1)

where ∗ denotes the convolution operation. The equalized
output signal is given by [2], [3]:

z[n] = y[n]∗ c[n] = x[n]∗h[n]∗ c[n]+w[n]∗ c[n] (2)

In the ideal case we have:

h[n]∗ c[n] = αδ[n−D]e jθ (3)

where α is a constant gain between the input and equalized
output signal, δ is the Kroneker delta function, D and θ are
a constant delay and phase shift respectively. In the follow-
ing, we denote D = 0 and θ = 0 (as in [2], [3]). Thus, we
write:

s̃[n] = h[n]∗ cg[n] = αδ[n]+ξ[n] (4)

where ξ stands for the difference (error) between the ideal
value c[n] and the guess cg[n] as stated in [3] and α is the
equalizer’s output gain. Substituting (4) into (2) yields:

z[n] = αx[n]+ p[n]+βw̃[n] (5)

where β is a noise gain factor, p[n] is the convolutional noise,
produced from the difference between the initial guess cg[n]
and the ideal values for c[n], βw̃[n] = w[n]∗cg[n] denotes the
noise that passes through the equalizer.

The equalizer’s update mechanism is defined by:

ceq[n+1] =ceq[n]−µ ·
(

∂F [n]
∂z[n]

y∗[n]
)

(6)

where µ is the equalizer’s step size, ceq[n] represents the cur-
rent state of the equalizer’s vector and y∗[n] is the input vec-
tor y[n] = [y[n], . . . ,y[n−N +1]]T where ()∗ is the conjugate
operator and N is the equalizer’s tap length. In this paper the
real part of ∂F [n]

∂z[n] is a polynomial function of order three of
the equalized output defined (as in [2], [3]) by :

Re
(

∂F [n]
∂z[n]

)
=
(
a1(zr)+a3(zr)

3 +a12(zr)(zi)
2) (7)

where zr , zi are the real and imaginary parts of the equalized
output z[n] respectively and a1, a3, a12 are properties of the
equalizer. The ISI is often used as a measure of performance
in equalizer’s applications, defined in [2]:

ISI =
∑m̃ |s̃(m̃)|2−|s̃|2max

|s̃|2max
(8)

where |s|max is the component of s̃, given in (4), having the
maximal absolute value.

In the next section we will develop a new closed-form
approximated expression for the achievable residual lSI for
blind adaptive equalizers where the gain of the equalized
output is less than or equal to one.

2.1 ISI Performance
In this section we develop a closed-form approximated

expression for the expected residual ISI as a function of the
constellation input statistics, equalizer’s tap length, equal-
ized output gain, step-size parameter, channel power and
SNR.

Theorem. For the following assumptions:

1. The convolutional noise p[n], is a zero mean, white
Gaussian process with variance σ2

p = E[p[n]p∗[n]],
where E[ ] stands for the expectation operator.

2. The variance and higher moments of the source signal
x[n] are known.

3. The convolutional noise p[n] and the source signal are
independent.

4. α is the gain between the input and equalized output
signal.

5. β is the noise gain factor for input noise.

6. max(|s̃|2) = α2.

7. ∂F [n]
∂z[n] can be expressed as a polynomial function of or-
der three of the equalized output namely as P(z).

The residual ISI expressed in dB units is defined as:

ISI = 10log10(mp)−10log10(α
2)−10log10(σ

2
xr) (9)
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where:

mp = min[Solmp1
1 ,Solmp1

2 ] for Solmp1
1 > 0 and Solmp1

2 > 0

or

mp = max[Solmp1
1 ,Solmp1

2 ] for Solmp1
1 ·Solmp1

2 < 0.

Solmp1
1 and Solmp1

2 are defined by:

Solmp1
1 =

−B1 +
√

B2
1−4A1C1B

2A1
,

Solmp1
2 =

−B1−
√

B2
1−4A1C1B

2A1
,

A1 =B
(
45α

2m2a2
3 +18α

2m2a3a12 +9α
2m2a2

12+

6a1a3 +2a1a12)−2(3a3 +a12)+

B
(
45a2

3 +18a3a12 +9a2
12
)

β
2
σ

2
w̃r
,

B1 =
(
B
(
12α

4m2
2a3a12 +6α

4m2
2a2

12 +12α
2m2a1a3+

4α
2m2a1a12 +a2

1 +15α
4m4a2

3 +2α
4m4a3a12+

α
4m4a2

12
)
−2
(
a1 +3α

2m2a3 +α
2m2a12

))
+

B
(
45a2

3 +18a3a12 +9a2
12
)

β
4
σ

4
w̃r
+(

B
(
90α

2m2a2
3 +36α

2m2a3a12 +12a1a3+

18α
2m2a2

12 +4a1a12
)
−2a12−6a3

)
β

2
σ

2
w̃r
,

C1 =
(

2α
4m2

2a1a12 +α
2m2a2

1 +2α
6m4m2a3a12+

α
6m4m2a2

12 +2α
4m4a1a3 +α

6m6a2
3

)
+(

15a2
3 +6a3a12 +3a2

12
)

β
6
σ

6
w̃r
+(

45α
2m2a2

3 +18α
2m2a3a12 +9α

2m2a2
12 +6a1a3+

2a1a12)β
4
σ

4
w̃r
+(

a2
1 +12α

2m2a1a3 +4α
2m2a1a12 +15α

4m4a2
3+

12α
4m2

2a3a12 +2α
4m4a3a12+

α
4m4a2

12 +6α
4m2

2a2
12
)

β
2
σ

2
w̃r
,

(10)

B = µNσ
2
x

(
k=R−1

∑
k=0
|hk[n]|2 +

1
SNR

)
(11)

where mχ = E[xχ
r ], σ2

w̃r
=

σ2
xr

SNR∑
k=R−1
k=0 |hk[n]|2

, R is the channel’s

length, SNR=σ2
x/σ2

w and a1, a3, a12 are the properties of the
chosen equalizer and found via (7).

Proof. We begin our proof by recalling from [2] the ex-
pression for E[4

(
p2

r
)
] (where pr is the real part of p[n] and

4
(

p2
r
)
= p2

r [n+1]− p2
r [n]:

E[4(p2
r )] =

−2E

[
pr

(
µPr(z)

m=l

∑
m=0

y[n−m]y∗[n−m]

)]
+

E

(−µPr(z)
m=l

∑
m=0

y[n−m]y∗[n−m]

)2


(12)

where Pr(z) is the real part of P(z) and is given according to
[2] as:

Pr (z) =
(

a1 (zr)+a3 (zr)
3 +a12 (zr)(zi)

2
)

(13)

where zr and zi are the real and imaginary parts of (5) and
equal to:

zr = αxr + pr +βw̃r

zi = αxi + pi +βw̃i
(14)

where α and β may not be equal. In this paper, pr = pr[n]
where pr and pi are the real and imaginary parts of p[n] re-
spectively. Next, we calculate (12) in the same way as in [3].
We substitute (14) into (13) and evaluate (12) by using (14)
and (13). Thus, we obtain for the latter stages of the conver-
gence state:

E
[
4
(

p2
r
)]∼= BA1m2

p +BB1mp +B2C1 (15)

where E[pr[n]2] = mp and B, B1, A1, C1 are given in (10).
Note that B, B1, A1, C1 are different from those obtained in
[3] due to the α and β parameters. In the latter stages of
the deconvolution process, we may write: E

[
4
(

p2
r
)] ∼= 0.

Thus, setting (15) to zero and solving the equation for mp
will lead to the solution for mp given in (10).

Now to obtain the expression for the ISI given in (9) we
use (2) and (5) thus we write for the noiseless case:

E [z[n]z[n]∗] =

E [(s̃[n]∗ x[n])(s̃[n]∗ x[n])∗] =

E [x[n]x[n]∗]∑
m̃
|s̃ [m̃]|2 = σ

2
x∑

m̃
|s̃ [m̃]|2 ,

(16)

E [z[n]z[n]∗] =

E
[
(αx[n]+ p[n]+βw[n]) (αx[n]+ p[n]+βw[n])∗

]
=

α
2E [x[n]x[n]∗]+E [p[n]p[n]∗] = α

2
σ

2
x +σ

2
p.

(17)

By comparing (16) with (17) we obtain:

σ
2
p = σ

2
x

[
∑
m̃
|s̃ [m̃]|2−α

2

]
. (18)

Dividing (18) by a2 leads to:

σ2
p

α2 = σ
2
x

[
∑
m̃
|s̃(m̃)|2−α2

]
α2 , |s̃|2max = α

2 (19)
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which with the help of (8) can be written as:

ISI =
σ2

p

α2σ2
x
. (20)

Since σ2
p/σ2

x = σ2
pr/σ2

xr and the ISI is measured in the loga-
rithmic scale we have (9).

Next, we turn to the various steps that lead to the ex-
pression for σ2

w̃r
:

βw̃[n] = cg[n]∗w[n] (21)

which with the help of (4) can be written as:

βw̃[n]∗h[n] = cg[n]∗w[n]∗h[n] =

w[n]∗ s̃[n] = w[n]∗ (αδ[n]+ξ[n])
(22)

thus for ξ[n]→ 0 (for the ideal case) we have:

β
2
σ

2
w̃r
∼= α

2
σ

2
wr

1

∑
R−1
k=0 |hk[n]|2

(23)

where σ2
w̃r

and σ2
wr are the variances of the real part of

w̃[n] and w[n] respectively. From (23) we may see that for
ξ[n]→ 0 and α = β we return to the expression for σ2

w̃r
used

in (10). This is the same expression for σ2
w̃r

used in [3] for
the case where the equalized output gain is equal to one.

This completes our Proof.

2.2 The ANEW Equalizer
In this section we develop a new equalization method,

namely we propose a new function for Re{ ∂F [n]
∂z[n] }. As already

mentioned earlier in this paper, we write E
[
4
(

p2
r
)]∼= 0 for

the latter stages of the deconvolutional process. Therefore,
by setting (15) to zero and dividing (15) by B (for B 6= 0), we
may see that the convolutional noise power mp does not con-
verge in the steady state approximately to zero unless C1 = 0
as stated in [3]. C1 (10) depends on the constellation in-
put statistics and on the algorithm itself via a1, a3 and a12.
By minimizing C1 with respect to the algorithm parameters
(a1,a3,a12) we may obtain a new equalizer.

Theorem. For the following assumptions:

1. The transmitted sequence x[n] belongs to the square
QAM constellation, thus a12 is set to zero.

2. No noise is added σ2
w̃r

= 0

The real part of ∂F [n]
∂z[n] can be written as:

Re
(

∂F [n]
∂z[n]

)
=
(
a1(zr)+a3(zr)

3) (24)

with

a1 =−α; a3 =
m2

αm4
; a12 = 0. (25)

Proof. We start the proof from recalling C1 (10) and delet-
ing there a12 and the noise component. Thus having:

C1 = α
2m2a2

1 +2α
4m4a1a3 +α

6m6a2
3. (26)

Now, minimizing (26) with respect to the coefficients a1,
a3,α and then setting the relevant equations to zero, we ob-
tain:

∂C1

∂α
=2αm2a2

1 +8α
3m4a1a3 +6α

5m6a2
3 = 0, (27)

∂C1

∂a1
= 2α

2m2a1 +2α
4m4a3 = 0, (28)

∂C1

∂a3
= 2α

4m4a1 +2α
6m6a3 = 0. (29)

By solving (27), (28) and (29) the trivial solution (a1 = 0,
a3 = 0) is obtained, which indicates that no equalizer exists.
To find a non-trivial solution we set a1 to (−α), which leads
to two different solutions for a3. The first solution is given
in (25) obtained via (28) while the second solution obtained
via (29) is given by:

a1 =−α; a3 =
m4

αm6
; a12 = 0. (30)

Now, we turn to compare the two solutions (25) and (30),
by substituting each of them into (26) and evaluate (26) for
the 16QAM input case. For the 16QAM input case we have:
m2 = 5, m4 = 41 and m6 = 365. Thus we have:

C1 ∼= 0.43α
4, for Case A, (31)

C1 ∼= 0.39α
4, for Case B (32)

where Case A and Case B were obtained by substituting (25)
and (30) into (26) respectively. According to (31) and (32),
Case B may lead to a lower residual ISI in the steady state
compared to Case A. However, the difference between the
two cases (A, B) as appears in (31) and (32) is so small,
that we may not see any difference in the equalization per-
formance from the residual ISI point of view. In addition,
we observe according to (31) and (32) that a smaller value
for α may lead to a lower residual ISI. Note that for α = 0
we obtain C1 = 0 (perfect equalization), but for this case no
equalizer exists (refer to (5)), thus no perfect equalization is
obtained for α = 0.
This completes our Proof.

2.3 Simulation
In this section we compare the usefulness of our new

proposed expression for the residual ISI (9) with the expres-
sion for the residual ISI obtained in [3]. In the following
we use (25) and (30) to define two new equalization meth-
ods, which we denote as ANEW and BNEW respectively.
We compare the equalization performance obtained from the
ANEW (with various values for α) and BNEW algorithm
with Godard [5] and WNEW [4]. The equalizers were ini-
tialized by setting the center tap to one and all other taps to
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zero. The equalizer’s taps according to Godard were updated
by:

cG[n+1] = cG[n]−µGGy∗[n],

G =

(
|z|2− E[|x|4]

E[|x|2]

)
z

(33)

where z = z[n], x = x[n], E[ ] is the expectation operator, | | is
the absolute operator, µG is the step-size parameter and a1,
a3 and a12 were defined as aG

1 , aG
3 and aG

12 respectively and
given by:

aG
1 =−E[|x|4]

E[|x|2]
, aG

3 = 1, aG
12 = 1. (34)

The equalizer’s taps for WNEW [4] algorithm were updated
according to:

cW [n+1] = cW [n]−µWWnewy∗[n],

Wnew =
1

m2

(
z3

r + jz3
i
)
− z

(35)

where µW is the step-size parameter and a1, a3 and a12 were
defined as aW

1 , aW
3 and aW

12 respectively and given by:

aW
1 =−1, aW

3 =− 1
m2

, aW
12 = 0. (36)

The equalizer’s taps for ANEW algorithm were updated ac-
cording to:

cA[n+1] = cA[n]−µAAnewy∗[n],

Anew =
m2

αm4

(
z3

r + jz3
i
)
−αz

(37)

where µA is the step-size parameter and a1, a3 and a12 were
substituted from (25). The equalizer taps for BNEW algo-
rithm were updated according to:

cB[n+1] = cB[n]−µBBnewy∗[n],

Bnew =
m4

αm6

(
z3

r + jz3
i
)
−αz

(38)

where µB is the step-size parameter and a1, a3 and a12
were substituted from (30). Two input sources were used:
the 16QAM and 64QAM modulations with ±{1,3} and
±{1,3,5,7} levels respectively, for in-phase and quadrature
components. Four different channels were considered.

Channel1 (initial lSI = 0.44): The channel parameters were
determined according to Shalvi and Weinstein [10]:
hn = (0 for n < 0; -0.4 for n = 0; 0.84 ·0.4n−1 for n > 0).

Channel 2 (initial lSI = 0.5): The channel parameters were
determined according to Fiori [11]:
hn = (-0.0144, 0.0006, 0.0427, 0.0090, -0.4842, -0.0376,
0.8163, 0.0247, 0.2976, 0.0122, 0.0764, 0.0111, 0.0162,
0.0063).

Channel 3 (initial lSI = 0.88): The channel parameters were
determined according to Pinchas [2]:
hn = (0.4851, -0.72765, -0.4851)

Channel4 (initial lSI = 0.44): The channel parameters were
determined according to Shalvi and Weinstein [10]:
hn = (0 for n < 0; -0.4 for n = 0; 0.84 ·0.4n−1 for n > 0)
and normalized to hhT = 0.507.

Let us start with the comparison of our closed-form ap-
proximated expression for the residual ISI (9) with the one
obtained in [3]. Note the main difference between the two
expressions (9) and [3], is in the α and β parameters. In [3]
α = β = 1, while in our case α and β receive various values.

Fig. 2 and Fig. 3 show the equalization performance
comparison from the residual ISI point of view obtained by
(9), [3] with the simulated results obtained by the WNEW al-
gorithm, for the 16QAM input case and SNR values of 10 dB
and 30 dB respectively. According to Fig. 2 and Fig. 3 the
residual ISI obtained by (9) is very close to the simulated re-
sults, while this is not the case with the residual ISI obtained
by [3].

Fig. 4 to Fig. 7 show the simulated performance of the
WNEW equalization method for the 16QAM and 64QAM
input case, namely the ISI as a function of iteration num-
ber for various step-size parameters, channel characteristics,
equalizer’s tap length and various SNR values, compared
with the calculated residual ISI expression (9) used with
α = 0.84 and β = 0.58. Figs. 4 – 7 show a high correlation
between the simulated results and those calculated with (9).

Fig. 8 and Fig. 9 show the simulated performance of the
ANEW equalization method with α = 0.8 for the 16QAM
and 64QAM input case, namely the ISI as a function of iter-
ation number for various step-size parameters, Channel char-
acteristics and various SNR values, compared with the cal-
culated residual ISI expression (9) used with α = 0.8 and
β = 0.73. Fig. 8 and Fig. 9, point to a high correlation be-
tween the simulated results and those calculated with (9).

Fig. 10 to Fig. 13 show the simulated performance of
the ANEW equalization method with α = 1 for the 16QAM
and 64QAM input case, namely the ISI as a function of
iteration number for various step-size parameters, channel
characteristics, equalizer’s tap length and various SNR val-
ues, compared with the calculated residual ISI expression
(9) used with α = 1 and β = 0.93. Fig. 10 to Fig. 13 indi-
cate a high correlation between the simulated and calculated
performance (9) of the achievable residual lSI.

Fig. 14 to Fig. 16 show the simulated performance of
Godard’s equalization method for the 16QAM and 64QAM
input case, namely the ISI as a function of iteration num-
ber for various step-size parameters, channel characteristics,
equalizer’s tap length and various SNR values, compared
with the calculated residual ISI expression (9) used with
α = 1 and β = 1. Fig. 14 to Fig. 16 show a high correlation
between the simulated results and those calculated with (9).

Next, we turn to compare equalization performance
obtained from the ANEW and BNEW algorithm. Fig. 17
and Fig. 18 show the ISI comparison between the simulated
performance of the two equalization methods ANEW and
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BNEW with α = 1 (for both methods). The comparison was
carried out for the 16QAM and 64QAM input case, for var-
ious step-size parameters, channel characteristics and SNR
values of 10 dB and 30 dB. According to Fig. 17 and Fig. 18,
ANEW and BNEW have approximately the same equaliza-
tion performance.

Now, we turn to regarding the equalization perfor-
mance comparison between ANEW with various gains (α =
0.8, α = 1), WNEW [4] and Godard [5].

Fig. 19 and Fig. 20 show the equalization performance
comparison between the simulated performance obtained
by the ANEW algorithm with two different values for α

(α = 0.8 and α = 1), namely the ISI as a function of iter-
ation number for Channel 1, 16QAM input case and SNR
values of 10 dB and 30 dB. According to Fig. 19 and Fig. 20
and backed up by (31), a lower gain (α) leads to a lower
residual ISI, hence to a better residual ISI performance.

Fig. 21 and Fig. 22 show the equalization performance
comparison between the simulated performance obtained by
the ANEW and WNEW equalization algorithm, namely the
ISI as a function of iteration number for Channel 1, 16QAM
input case and SNR values of 10 dB and 30 dB. According
to Fig. 21 and Fig. 22 almost no difference is seen between
the ANEW and WNEW equalizer. Note, that the ANEW
equalizer was simulated with α = 1. A lower value for α

might have led the ANEW algorithm to a lower residual ISI
compared to the WNEW method (please refer to Fig. 19 and
Fig. 20).

Fig. 23 to Fig. 28 show the equalization performance
comparison between the simulated performance obtained by
the ANEW and Godard’s equalization algorithm, namely the
ISI as a function of iteration number for various channels,
16QAM and 64QAM input case, various step-size param-
eters, equalizer’s tap length and SNR values of 10 dB and
30 dB. As seen from Fig. 23 to Fig. 28 the ANEW equalizer
has improved equalization performance compared to Go-
dard [5]. The improved equalization performance is seen
in the residual ISI as well as in the convergence speed.

2.4 Conclusion
In this work, we have developed a new closed-form ap-

proximated expression for the achievable residual ISI valid
for blind adaptive equalizers, where the gain between the in-
put and equalized output signal is less than or equal to one,
as is in the case of Godard [5], WNEW [4] and ANEW algo-
rithm. Thus, the expressions for the residual ISI obtained
in previous papers ([2], [3]) are special cases of our new
proposed expression. In addition, we have developed two
new equalization (α dependant) algorithms. The new algo-
rithms were called ANEW and BNEW, shown to have im-
proved equalization performance compared to Godard and
WNEW. The new algorithms (ANEW and BNEW) have the
same computational complexity as the classical Godard and
WNEW algorithm.
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Fig. 2. A comparison between the simulated (with WNEW al-
gorithm) and calculated residual ISI according to (9) (ISI
Calc A) and [3] (ISI Calc B) for the 16QAM source go-
ing through Channel 1 and SNR of 10 dB. The averaged
results were obtained in 100 Monte Carlo trials. The
equalizer’s tap length and step-size parameter were set
to 13 and 0.0004 respectively. α and β gain parameters
were set to 0.84 and 0.58 respectively.
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Fig. 3. A comparison between the simulated (with WNEW al-
gorithm) and calculated residual ISI according to (9) (ISI
Calc A) and [3] (ISI Calc B) for the 16QAM source go-
ing through Channel 1 and SNR of 30 dB. The averaged
results were obtained in 100 Monte Carlo trials. The
equalizer’s tap length and step-size parameter were set
to 13 and 0.0004 respectively. α and β gain parameters
were set to 0.84 and 0.58 respectively.
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Fig. 4. A comparison between the simulated (with WNEW al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 16QAM source going through Channel 1 with various
SNR values. The averaged results were obtained in 100
Monte Carlo trials. The equalizer’s tap length and step-
size parameter were set to 13 and 0.0004 respectively.
α and β were set to 0.84 and 0.58 respectively.
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Fig. 5. A comparison between the simulated (with WNEW al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 16QAM source going through Channel 2 with various
SNR values. The averaged results were obtained in 100
Monte Carlo trials. The equalizer’s tap length and step-
size parameter were set to 21 and 0.0002 respectively. α

and β were set to 0.84 and 0.58 respectively.
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Fig. 6. A comparison between the simulated (with WNEW al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 64QAM source going through Channel 3 with vari-
ous SNR values. The averaged results were obtained in
100 Monte Carlo trials. The equalizer’s tap length and
step-size parameter were set to 13 and 8e-5 respectively.
α and β were set to 0.84 and 0.58 respectively.
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Fig. 7. A comparison between the simulated (with WNEW al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 16QAM source going through Channel 4 with various
SNR values. The averaged results were obtained in 100
Monte Carlo trials. The equalizer’s tap length and step-
size parameter were set to 27 and 0.0004 respectively.
α and β were set to 0.84 and 0.58 respectively.
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Fig. 8. A comparison between the simulated (with ANEW algo-
rithm) and calculated residual ISI (9) (ISI Calc A) for the
16QAM source going through Channel 1 with various
SNR values. The averaged results were obtained in 100
Monte Carlo trials. The equalizer’s tap length and step-
size parameter were set to 13 and 0.0004 respectively.
α and β were set to 0.8 and 0.73 respectively.
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Fig. 9. A comparison between the simulated (with ANEW algo-
rithm) and calculated residual ISI (9) (ISI Calc A) for the
64QAM source going through Channel 3 with various
SNR values. The averaged results were obtained in 100
Monte Carlo trials. The equalizer’s tap length and step-
size parameter were set to 13 and 0.00005 respectively.
α and β were set to 0.8 and 0.73 respectively.
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Fig. 10. A comparison between the simulated (with ANEW al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 16QAM source going through Channel 1 with vari-
ous SNR values. The averaged results were obtained in
100 Monte Carlo trials. The equalizer’s tap length and
step-size parameter were set to 13 and 0.0004 respec-
tively. α and β were set to 1 and 0.93 respectively.
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Fig. 11. A comparison between the simulated (with ANEW al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 16QAM source going through Channel 2 with vari-
ous SNR values. The averaged results were obtained in
100 Monte Carlo trials. The equalizer’s tap length and
step-size parameter were set to 21 and 0.0002 respec-
tively. α and β were set to 1 and 0.93 respectively.
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Fig. 12. A comparison between the simulated (with ANEW al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 64QAM source going through Channel 3 with vari-
ous SNR values. The averaged results were obtained in
100 Monte Carlo trials. The equalizer’s tap length and
step-size parameter were set to 13 and 0.00005 respec-
tively. α and β were set to 1 and 0.93 respectively.
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Fig. 13. A comparison between the simulated (with ANEW al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 16QAM source going through Channel 4 with vari-
ous SNR values. The averaged results were obtained in
100 Monte Carlo trials. The equalizer’s tap length and
step-size parameter were set to 27 and 0.0004 respec-
tively. α and β were set to 1 and 0.93 respectively.
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Fig. 14. A comparison between the simulated (with Godard al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 16QAM source going through Channel 1 with vari-
ous SNR values. The averaged results were obtained in
100 Monte Carlo trials. The equalizer’s tap length and
step-size parameter were set to 13 and 5e-5 respectively.
α and β were set both to 1.
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Fig. 15. A comparison between the simulated (with Godard al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 16QAM source going through Channel 2 with vari-
ous SNR values. The averaged results were obtained in
100 Monte Carlo trials. The equalizer’s tap length and
step-size parameter were set to 21 and 2e-5 respectively.
α and β were set both to 1.
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Fig. 16. A comparison between the simulated (with Godard al-
gorithm) and calculated residual ISI (9) (ISI Calc A) for
the 64QAM source going through Channel 3 with vari-
ous SNR values. The averaged results were obtained in
100 Monte Carlo trials. The equalizer’s tap length and
step-size parameter were set to 13 and 1.2e-6 respec-
tively. α and β were set both to 1.
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Fig. 17. A comparison between the ANEW and BNEW algo-
rithm for the 16QAM source going through Channel 1
with SNR values of 10 dB and 30 dB. The averaged
results were obtained in 100 Monte Carlo trials. The
equalizer’s tap length and step-size parameter were set
to 13 and 0.0004 respectively. The parameter α was set
to 1.
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Fig. 18. A comparison between the ANEW and BNEW algo-
rithm for the 64QAM source going through Channel 3
with SNR values of 10 dB and 30 dB. The averaged
results were obtained in 100 Monte Carlo trials. The
equalizer’s tap length and step-size parameter were set
to 13 and 0.00005 respectively. The parameter α was
set to 1.
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Fig. 19. A comparison between ANEW with gain α = 0.8 and
ANEW with gain α = 1 for the 16QAM source going
through Channel 1. The averaged results were obtained
in 100 Monte Carlo trials. The equalizer’s tap length
and step-size parameter were set to 13 and 0.0004 re-
spectively, SNR was set to 10 dB. The equalizer with
gain α = 0.8 achieves lower residual ISI by approxi-
mately 1 dB.
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Fig. 20. A comparison between ANEW with gain α = 0.8 and
ANEW with gain α = 1 for the 16QAM source going
through Channel 1. The averaged results were obtained
in 100 Monte Carlo trials. The equalizer’s tap length
and step-size parameter were set to 13 and 0.0004 re-
spectively, SNR was set to 30 dB. The equalizer with
gain α = 0.8 achieves lower residual ISI by approxi-
mately 1 dB.
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Fig. 21. A comparison between WNEW and ANEW algorithm
for the 16QAM source going through Channel 1. The
averaged results were obtained in 100 Monte Carlo tri-
als. The equalizer’s tap length was set to 13, the step-
size parameter for WNEW and ANEW were set to
µW = 0.0004 and µA = 0.0004 respectively, SNR was
set to 10 dB. The gain α for ANEW equalizer was set
to 1.
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Fig. 22. A comparison between WNEW and ANEW algorithm
for the 16QAM source going through Channel 1. The
averaged results were obtained in 100 Monte Carlo tri-
als. The equalizer’s tap length was set to 13, the step-
size parameter for WNEW and ANEW were set to
µW = 0.0004 and µA = 0.0004 respectively, SNR was
set to 30 dB. The gain α for ANEW equalizer was set
to 1.
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Fig. 23. A comparison between Godard and ANEW algorithm
for the 16QAM source going through Channel 1. The
averaged results were obtained in 100 Monte Carlo
trials. The equalizer’s tap length was set to 13, the
step-size parameter for Godard and ANEW were set to
µG = 0.00003 and µA = 0.0004 respectively, SNR was
set to 10 dB. The gain α for ANEW equalizer was set
to 1.
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Fig. 24. A comparison between Godard and ANEW algorithm
for 16QAM source input going through Channel 1. The
averaged results were obtained in 100 Monte Carlo
trials. The equalizer’s tap length was set to 13, the
step-size parameter for Godard and ANEW were set to
µG = 0.00003 and µA = 0.0004 respectively, SNR was
set to 10 dB. The gain α for ANEW equalizer was set
to 1.
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Fig. 25. A comparison between Godard and ANEW algorithms
for the 64QAM source going through Channel 3. The
averaged results were obtained in 100 Monte Carlo
trials. The equalizer’s tap length was set to 13, the
step-size parameter for Godard and ANEW were set to
µG = 0.0000012 and µA = 0.00005 respectively, SNR
was set to 10 dB. The gain α for ANEW equalizer was
set to 1.
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Fig. 26. A comparison between Godard and ANEW algorithm
for the 64QAM source going through Channel 3. The
averaged results were obtained in 100 Monte Carlo
trials. The equalizer’s tap length was set to 13, the
step-size parameter for Godard and ANEW were set
to µG = 0.000001 and µA = 0.00008 respectively, SNR
was set to 30 dB. The gain α for ANEW equalizer was
set to 1.
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Fig. 27. A comparison between Godard and ANEW algorithms
for the 16QAM source going through Channel 4. The
averaged results were obtained in 100 Monte Carlo
trials. The equalizer’s tap length was set to 13, the
step-size parameter for Godard and ANEW were set to
µG = 0.00008 and µA = 0.0006 respectively, SNR was
set to 10 dB. The gain α for ANEW equalizer was set
to 1.
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Fig. 28. A comparison between Godard and ANEW algorithms
for the 16QAM source going through Channel 4. The
averaged results were obtained in 100 Monte Carlo
trials. The equalizer’s tap length was set to 13, the
step-size parameter for Godard and ANEW were set to
µG = 0.00008 and µA = 0.0006 respectively, SNR was
set to 30 dB. The gain α for ANEW equalizer was set
to 1.


