Parallel Implementation of the Discrete Green’s Function Formulation of the FDTD Method on a Multicore Central Processing Unit
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Abstract. Parallel implementation of the discrete Green’s function formulation of the finite-difference time-domain (DGF-FDTD) method was developed on a multicore central processing unit. DGF-FDTD avoids computations of the electromagnetic field in free-space cells and does not require domain termination by absorbing boundary conditions. Computed DGF-FDTD solutions are compatible with the FDTD grid enabling the perfect hybridization of FDTD with the use of time-domain integral equation methods. The developed implementation can be applied to simulations of antenna characteristics. For the sake of example, arrays of Yagi-Uda antennas were simulated with the use of parallel DGF-FDTD. The efficiency of parallel computations was investigated as a function of the number of current elements in the FDTD grid. Although the developed method does not apply the fast Fourier transform for convolution computations, advantages stemming from the application of DGF-FDTD instead of FDTD can be demonstrated for one-dimensional wire antennas when simulation results are post-processed by the near-to-far-field transformation.
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1. Introduction

Recently, several computational techniques facilitating the finite-difference time-domain (FDTD) method [1] were developed based on the discrete Green’s function (DGF) [2], [3], [4], [5]. DGF is the impulse response of a system of finite-difference equations defined on a discrete domain. The convolution of DGF with current sources exciting that domain allows to obtain the FDTD solution without execution of the standard FDTD update procedure throughout the entire domain. Moreover, DGF-based computations do not need absorbing boundary conditions (ABCs) for simulations of the radiation and scattering problems in the FDTD grid. Therefore, DGF has been applied to FDTD simulations of antennas with savings in runtime and memory usage [6], [7], [8], [9].

In [6], the DGF-based scattering formulation of the FDTD method (DGF-FDTD) was developed for antenna simulations. It computes currents at conducting surfaces with the use of the march-on-in-time scheme (i.e., the evolution of antenna currents is computed one time step at a time based on currents computed for previous time steps). Similarly to the FDTD method, DGF-FDTD allows to obtain wideband frequency characteristics of an antenna in a single simulation run. Although DGF-FDTD solves the time-domain electric field integral equation, it is inherently discrete and the whole formulation is much more straightforward in comparison to other methods based on time-domain integral equations [9].

Recently, DGF-FDTD has been coupled with the FDTD method [10], [11], hence consistent with the discrete theory of electromagnetism hybridization of FDTD was developed. Because FDTD solutions have their own dispersion, anisotropy, and stability properties, the coupling of FDTD and integral-equation methods requires discrete equivalents to the integral operator and the Green’s function (i.e., DGF) [4]. Using FDTD method hybridized with DGF, simulation scenarios involving interacting transmitters and scatterers can be tackled without computations of the field in free-space cells between these objects. Moreover, the transmitters and scatterers can be simulated separately and a system response can be obtained in terms of the diakoptics approach (i.e., a response of interacting multi-port subsystems) [12]. Currently, commercial FDTD solvers allow running two-stage simulations with the source of radiation simulated at the first stage and multiple simulations of the irradiation at the second stage [13]. Hence, many different
objects weakly coupled with the source of radiation can be simulated with savings in runtime. Such FD-TDT simulations, as well as other applications of the diakoptics in the FD-TDT method, can take advantage of DGF-FDTD.

In spite of the mentioned above advantages of the DGF-FDTD method, its parallel implementations on modern computing architectures, such as multicore central processing units (CPUs) and graphics processing units (GPUs), have attracted little attention so far. Therefore, the parallel implementation of the DGF-FDTD method on CPU was developed. It has recently been reported that the application of the fast Fourier transform (FFT) for spatial convolution computations leads to favorable throughput of DGF-FDTD compared to the standard FD-TDT method [8]. The presented here parallel DGF-FDTD implementation does not employ FFT for acceleration of the convolution computations. In spite of that, advantages due to the application of DGF-FDTD instead of FD-TDT can be demonstrated for one-dimensional wire antennas (especially when simulation results are post-processed by the near-to-far-field (NTFF) transformation).

2. DGF-FDTD Method

The DGF-FDTD method represents FD-TDT update equations by means of the convolution of the current sources (J, M) and dyadic DGF (Ge, Ghe, Geh, Ghh) [6]:

\[
\begin{align*}
\mathbf{E}_{i,j,k}^{n} & = \sum_{n',j',k'} \left[ G_{ee}^{n-n'}_{i-j'-j} \cdot f_{i-j'-j-k'} \right] \mathbf{H}_{i,j,k}^{n'} + \sum_{n',j',k'} \left[ G_{he}^{n-n'}_{i-j'-j} \cdot f_{i-j'-j-k'} \right] \mathbf{E}_{i,j,k}^{n'} + \sum_{n',j',k'} \left[ G_{hh}^{n-n'}_{i-j'-j} \cdot f_{i-j'-j-k'} \right] \mathbf{M}_{i,j,k}^{n'} \\
\mathbf{H}_{i,j,k}^{n} & = \sum_{n',j',k'} \left[ \eta \mathbf{J}_{i,j,k}^{n'} \right] \mathbf{M}_{i,j,k}^{n'} \\
\mathbf{M}_{i,j,k}^{n} & = \sum_{n',j',k'} \left[ \eta \mathbf{J}_{i,j,k}^{n'} \right] \mathbf{M}_{i,j,k}^{n'}
\end{align*}
\]

where:

\[
\mathbf{J}_{i,j,k}^{n} = (s_{x} s_{y} s_{z})^{-1} c \Delta t \mathbf{J}_{i,j,k}^{n},
\]

\[
\mathbf{M}_{i,j,k}^{n} = (s_{x} s_{y} s_{z})^{-1} c \Delta t \mathbf{M}_{i,j,k}^{n}.
\]

In (1)–(3), \(s_p = c \Delta t / \Delta p\) denotes the Courant number, \(c\) is the speed of light, \(\Delta t\) is the time-step size, \(\Delta p\) is the discretization-step size along the \(p\)-direction (\(p = x, y, z\)), \(\eta\) is the intrinsic impedance of free space, \(n\) is the time index, and \(i, j, k\) are the spatial indices in the grid. Equation (1) is referred to as the convolution formulation of the FD-TDT method [6]. If the length of DGF waveforms is equal to the number of time steps in the FD-TDT simulation, this formulation returns the same results as the direct FD-TDT method (assuming infinite numerical precision of computations).

Only the Ge component of DGF is presented here for the sake of brevity. Its analytic closed-form expression in infinite free space takes the following form for the \((i, j, k)\) cell [5]:

\[
G_{ee,zz}^{n} = \sum_{m=a_{x}+p_{x}+y_{z}}^{n} \frac{n+m}{2m+2} g_{sc}^{m}.
\]

where:

\[
G_{ee,zz}^{n} = -s_{x} s_{y} s_{z} U^{n-1} \delta_{i,j,k} + \sum_{m=\max((a_{x}+y_{z})/s_{x},(a_{y}+y_{z})/s_{y},(a_{z}+y_{z})/s_{z})}^{n} \frac{n+m}{2m+2} f_{zz}^{m+1} + \sum_{m=a_{x}+b_{x}+y_{z}}^{n} \frac{n+m}{2m+2} h_{zz}^{m},
\]

\[
F_{zz}^{n} = -(1)^{m+i+j+k} \sum_{a+b+c=m}^{c} \left( \frac{m}{x, y, z} \right) \times \left( \frac{2a+1}{x} \right) \times \left( \frac{2b+1}{y} \right) \times \left( \frac{2c+1}{z} \right).
\]

Other terms denote: \(a_{x} = \max(-i-1,j), b_{x} = |j|, y_{z} = \max(-k, k-1), a_{y} = |i|, b_{y} = \max(j, -j-1), y_{z} = \max(-k, k-1), a_{z} = a_{x}, b_{z} = |i|, b_{f} = b_{z} = |j|, y_{f} = |k|, y_{h} = \max(|k|, -1, 0), U \in \eta \) and \(\delta_{i,j,k}\) respectively denote the unit step and Kronecker delta functions. Expressions for other \(Ge\) components can be obtained rotating the subscripts \(x, y, z\) and the corresponding summation indices.

Let us consider an antenna made of a perfect electric conductor (PEC) simulated inside the FDTD grid. For nodes in the grid belonging to PEC, the total electric field is equal to zero:

\[
E_{p}^{\text{total}} = 0 \quad (i, j, k, p) \in \text{PEC}.
\]

where \(E_{p}^{\text{total}}, E_{p}^{\text{inc}}\) and \(E_{p}^{\text{scat}}\) denote respectively total, incident and scattered electric field. \((i, j, k, p)\) denotes the \(p\)-component of the field belonging to the \((i, j, k)\) cell in the
grid. With the use of (1), the scattered electric field can be obtained from currents induced on the antenna due to the incidence of the electric field:

\[
E_{\text{scat}}^{|jk\gamma} = \sum_{(i',j',k',p')\in\text{PEC}\cap n=0}^{n-1} \sum_{i',j',k',p'} G_{\text{ee},pp'}^{i'j'k'} J_{n}(J_{pq}) \eta_{|j\gamma|}. \tag{12}
\]

Then, the equation relating the incident electric field and currents induced on the antenna can be obtained using (11)–(12):

\[
E_{\text{inc}}^{|jk\gamma} = -\frac{\Delta}{\varepsilon_0} \sum_{(i',j',k',p')\in\text{PEC}\cap n=0}^{n-1} G_{\text{ee},pp'}^{i'j'k'} \left(1 - \sum_{n=1}^{n-2} \sum_{(i',j',k',p')\in\text{PEC}\cap n=0}^{n-1} G_{\text{ee},pp'}^{i'j'k'} (s_x s_y s_z)^{-1} J_{pq}^{i'j'k'} \right) . \tag{13}
\]

where \((i, j, k, p)\in\text{PEC}\). For \(n=1\), the \(G_{\text{ee}}\) component of DGF (4)–(6) reduces to:

\[
G_{\text{ee}}^{|jk\gamma} = -(s_x s_y s_z) \delta_{|jk\gamma} I \tag{14}
\]

where \(I = \text{diag}(1, 1, 1)\) denotes the unit dyad. Hence, one obtains from (13) the time-marching procedure for computations of the time evolution of the antenna currents based on the incident electric field:

\[
\sum_{(i',j',k',p')\in\text{PEC}\cap n=0}^{n-1} \sum_{i',j',k',p'} G_{\text{ee},pp'}^{i'j'k'} \left(1 - \sum_{n=1}^{n-2} \sum_{(i',j',k',p')\in\text{PEC}\cap n=0}^{n-1} G_{\text{ee},pp'}^{i'j'k'} (s_x s_y s_z)^{-1} J_{pq}^{i'j'k'} \right) . \tag{15}
\]

These antenna currents can be employed for computations of radiation characteristics. In the developed code, the NTFF transformation is implemented based on formulation [1]. However, the far-field pattern is computed directly from the antenna currents. Therefore, for the NTFF computations, savings in runtime and memory usage are obtained in comparison to FDTD because the DGF-FDTD method does not need to employ the equivalence principle at a closed surface enclosing the antenna. Moreover, the computed antenna current can be employed for excitation of the total-field scattered-field interface in FDTD simulations [11].

3. Parallel DGF-FDTD Solver

The method was implemented in double precision using the C programming language. A single iteration of the time-marching procedure of the developed parallel DGF-FDTD solver is implemented as presented in Fig. 1. In the parallel DGF-FDTD implementation, all tasks are executed by a set of parallel CPU threads. The OpenMP parallel programming standard was employed for implementation of the algorithm in software.
The electric field measured at the current sources feeding the antenna is computed in parallel for each source.

The frequency-domain buffers for the NTFF transformation are updated in parallel for each PEC element and current source.

The method requires the generation of DGF waveforms (the init DGF step) corresponding to the currents at the antenna. The DGF generation is a part of the pre-processing stage or, alternatively, the DGF waveforms can be read from a file on a hard drive. Unfortunately, the DGF generation currently requires significant processor time. In the developed parallel DGF-FDTD solver, the hardware accelerated methods of the DGF generation [14], [15], [16] are available for antenna simulations. Although the DGF generation is an active topic of research in computational electromagnetics, these computations still remain a bottleneck for applications of the DGF-FDTD method. Therefore, DGF waveforms are truncated to speed up computations, and the windowing technique [17] is applicable for increasing the accuracy of results. However, such an approximation of DGF deteriorates the compatibility of DGF-FDTD with the direct FDTD method. Alternatively, the approximation of dyadic DGF can be obtained from scalar DGF by the truncation of scalar DGF when this function approaches zero (i.e., the steady state). This idea was already employed in the DGF-FDTD simulations [9] with the use of the DGF formulation derived based on scalar DGF [6]. In the developed solver, dyadic DGF is generated from (4)–(10) without intermediate computations of scalar DGF. Therefore, the latter approach to the DGF generation [9] cannot currently be applied in our DGF-FDTD solver. If the accuracy or stability of the DGF-FDTD computations is not satisfactory, then increasing the DGF window length is a solution to these problems. Finally, taking DGF waveforms whose length is equal to the number of time steps in a simulation always assures the same results as returned by the direct FDTD method.

The runtime scaling of the DGF-FDTD convolution computations executed over \( M \) PEC elements is of order \( M^2n_s \), where \( n_s \) denotes the DGF length (computational cost of the DGF generation is excluded from consideration). On the other hand, the direct FDTD computations require to update all cells in the three-dimensional domain containing the antenna. The runtime scaling of these computations is of order \( N^3 \), where \( N \) denotes the number of cells in a cubic domain. Therefore, the efficiency of the DGF-FDTD method is higher than the direct FDTD method if a small number of sparsely distributed PEC elements is simulated within a large domain.

For the sake of comparison, simulated antennas can be fed from electric current sources. The developed DGF-FDTD method can employ the one-cell gap model of source, similarly to the direct FDTD method, instead of the infinitesimally narrow gap model [18]. For this purpose, the computations of the incident electric field in the DGF-FDTD method [6] were modified to include contributions from such current sources. As a result of simulation, the developed solver returns FDTD-compatible waveforms of the incident electric field and the antenna currents as well as far-field radiation patterns.

A graphical user interface (GUI) was developed for the DGF-FDTD solver, refer to Fig. 2, and integrated with the in-house written FDTD simulation tool [19]. It facilitates the edition of simulation parameters, drawing PEC elements, running simulations, and the presentation of results. The developed GUI also provides other functionalities that help in preparing and running DGF-FDTD simulations. In the developed GUI code, the OpenGL library was employed for visualization of computational domain and simulation results. It allows to place PEC elements into the domain, as well as rotate, shift and scale visualized objects. The architecture of the developed software package simplifies the development of its new features by using well defined design patterns along with own engine for data management [19].

\[ \Delta x = \Delta y = \Delta z = 1 \text{ mm.} \]
Arrays of Yagi-Uda antennas were considered for the sake of benchmarking of the parallel code. The spatial discretization in these simulations was taken as $\Delta x = \Delta y = \Delta z = 3$ cm. A single array element consisting of 143 current elements is presented in Fig. 4. The following configurations of antennas in the two-dimensional arrays were considered: $1 \times 2$, $1 \times 3$, $1 \times 4$, $2 \times 3$, $2 \times 4$. The distances between antennas in arrays were uniformly set to 24 cells. The modulated harmonic current source excited each antenna in arrays with the frequency band set to 350–450 MHz. The uniform amplitude and equal phase distributions were considered in the simulation scenario. The NTFF transformation was computed with the step size set to 1° for discrete polar and azimuthal angles. The number of time steps in simulations was set to 4000, whereas the DGF waveforms were truncated using the Hann’s window with the length set to $n_t = 400$ samples. Such simulation parameters allowed to obtain stable and satisfactorily accurate results. However, parameters of the DGF truncation cannot be fixed and always depend on the simulated problem. Since the DGF waveforms were read from a file on a hard drive, the presented computing runtimes are independent of the methods of the DGF generation and truncation.

The correctness of the antenna-array simulations was verified by a comparison to the results of direct FDTD computations. For this purpose, characteristics of a single array element were computed. In Fig. 5, the comparison between electric field waveforms computed at the feeding point of a single Yagi-Uda antenna, simulated using DGF-FDTD and FDTD, is presented. As seen, waveforms simulated using the DGF-FDTD and FDTD methods overlap as long as the time step is less than $n_t$. It shows that the DGF length equal to the number of time steps in a simulation allows to obtain results overlapping with results of the direct FDTD method.

In Fig. 6, the comparison between far-field patterns computed using DGF-FDTD and FDTD is presented for a single Yagi-Uda antenna. As seen, the far-field patterns computed using the DGF-FDTD and FDTD methods overlap for simulation parameters taken as described above. The differences between DGF-FDTD and FDTD are insignificant, although FDTD employs the NTFF transformation implemented with the use of a single Huygens surface [1], [20]. The obtained results validate the correctness of the parallel implementation of DGF-FDTD in software.

In Fig. 7, execution runtimes are presented as a function of the number of current elements in the simulated antenna arrays. Runtimes were measured for the DGF-FDTD update loop, the NTFF transformation that is outside of the DGF-FDTD update loop, as well as the total execution runtimes of the code were measured. For the sake of comparison, results measured for the serial DGF-FDTD code are also presented. The developed parallel DGF-FDTD implementation is maximally 4.3 times faster than its serial implementation ($2 \times 4$ array, 1144 current elements) when the total execution runtimes are compared. It is a satisfactory result for the code executed on CPU with 4 cores and 8 threads (hyper threading).
Execution runtimes were compared between DGF-FDTD and FDTD. Although the developed method does not apply FFT for convolution computations [8], advantages due to the application of DGF-FDTD instead of FDTD can be demonstrated for the considered one-dimensional wire antennas when simulation results are post-processed by the NTFF transformation. In the FDTD method, the standard NTFF transformation employs the Huygens surface whose area depends on the volume of the computational domain. On the other hand, DGF-FDTD computes the NTFF transformation from current sources feeding the antenna and currents induced on antenna wires. For a large number of observation points in the far-field zone, the NTFF computations may take significant processor time in FDTD. Therefore, DGF-FDTD was faster than FDTD in the presented tests for small antenna arrays. For instance, DGF-FDTD was maximally 5.9 times faster than FDTD for a single Yagi-Uda antenna (143 current elements). However, FDTD was faster than DGF-FDTD for $2 \times 3$ and $2 \times 4$ arrays (858 and 1144 current elements, respectively). Fortunately, the convolution computations can be accelerated using FFT, hence additional speedup of the DGF-FDTD method can still be obtained.

5. Conclusions

The parallel DGF-FDTD method was implemented on multicore CPU. The method is applicable to simulations of wire antennas made of PEC. Computed DGF-FDTD solutions are compatible with the FDTD grid enabling the perfect hybridization of FDTD with the use of time-domain integral equation methods. The computational efficiency of the developed parallel DGF-FDTD solver was investigated in antenna simulations. Although the developed method does not apply FFT for convolution computations, advantages due to the application of DGF-FDTD instead of FDTD can be demonstrated for one-dimensional antennas when simulation results are post-processed by the NTFF transformation. The presented implementation represents the intermediate step in the process of development of the accelerated DGF-FDTD solver executable on heterogeneous parallel processing systems. This topic is planned to be reported in the future.
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