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Abstract. In this paper we present a robust-encoded 
watermarking method applied to color images for copy-
right protection, which presents robustness against several 
geometric and signal processing distortions. Trade-off 
between payload, robustness and imperceptibility is a very 
important aspect which has to be considered when a wa-
termark algorithm is designed. In our proposed scheme, 
previously to be embedded into the image, the watermark 
signal is encoded using a convolutional encoder, which 
can perform forward error correction achieving better 
robustness performance. Then, the embedding process is 
carried out through the discrete cosine transform domain 
(DCT) of an image using the image normalization tech-
nique to accomplish robustness against geometric and 
signal processing distortions. The embedded watermark 
coded bits are extracted and decoded using the Viterbi 
algorithm. In order to determine the presence or absence 
of the watermark into the image we compute the bit error 
rate (BER) between the recovered and the original water-
mark data sequence. The quality of the watermarked image 
is measured using the well-known indices: Peak Signal to 
Noise Ratio (PSNR), Visual Information Fidelity (VIF) and 
Structural Similarity Index (SSIM). The color difference 
between the watermarked and original images is obtained 
by using the Normalized Color Difference (NCD) measure. 
The experimental results show that the proposed method 
provides good performance in terms of imperceptibility 
and robustness. The comparison among the proposed and 
previously reported methods based on different techniques 
is also provided. 

Keywords 
Digital watermarking, image normalization, geomet-
ric and signal processing operations convolutional 
encoder, Viterbi decoder, discrete cosine transform 

1. Introduction 
During the last decades, demand for multimedia data 

such as digital image, video and audio technologies, has 
increased dramatically due to its wide use within home 
computers, mobile devices and open networks. However 
the growth of digital multimedia has several advantages, it 
has created problems related to the preservation of copy-
right. Illegal media contents have the same visual quality as 
the original ones and they are very easy to reproduce and 
distribute. Digital watermarking is considered as a suitable 
solution for copyright protection of digital multimedia. In 
not visible digital watermarking, a short message called 
“watermark” is embedded into an image, audio or video 
signal without affecting the perceptive quality such that it 
can be detected using a detection algorithm. In public 
digital image watermarking methods, the synchronization 
loss, between the embedding and detection stages, causes 
watermark detection errors. Geometric distortions are fre-
quently the principal factors of this problem.  

Different techniques have been proposed in the lit-
erature to address the problem related to geometrically 
resilient image watermarking [1–7]. However, almost all 
the algorithms [1–7] are designed to grayscale images and 
their application to color images is often inadequate since 
they usually work with an individual color channel [8]. The 
use of color in image and video processing systems has 
become a key element in the recent years within security, 
steganography, and watermarking applications of multime-
dia data [9]. Unlike other applications, in the image water-
marking field, the color cannot be considered as a simple 
RGB color model decomposition and the whole intrinsic 
information must be integrated into the embedding and 
detection processes. While several methods have been 
proposed to watermark grayscale images, only a few have 
been specifically designed for color images [8]. In the 
recent years, several color image watermarking methods 
have been proposed in the literature, these methods could 
be classified as those which are based on the frequency 
transform domain [10], pixel modification in the spatial 
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domain [11], histogram modification [12] and image nor-
malization [13]. Almost all the methods mentioned above 
have shown watermark robustness to geometrical distor-
tion; however they cannot provide enough robustness 
against common signal processing, such as filtering, noise 
contamination and image compression neither some 
aggressive combinations of geometric attacks and common 
signal processing operations. In order to increase the 
watermark robustness, an effective technique consists in 
developing hybrid algorithms which combine the use of 
a frequency domain in conjunction with an image normali-
zation process based on geometric moments, introduced by 
[14]. Image normalization is based on a concept that the 
normalized version obtained from the original image and 
their geometric distorted versions are exactly the same. 
Based on this concept, the watermark embedding and de-
tection processes may be carried out in the normalized 
version of the image, and thereby; theoretically the prob-
lem of synchronization loss between both processes not 
occurs. However in practice, because the image normaliza-
tion process contains interpolation; the visual quality dis-
tortion in the watermarked image is significant [15], [16].  

To solve this inconvenience, authors in [5] proposed 
two image watermarking schemes for copyright protection 
purposes, the first one is based on image normalization and 
blind detection, meanwhile, the second one is based on 
an elastic graph and non-blind detection. Thus, in the first 
method proposed in [5], to avoid the visual quality distor-
tion of the watermarked image, instead of the original 
image the watermark signal is normalized and is embedded 
in the spatial domain. This algorithm gets robustness 
against several geometric and signal processing distortions; 
however, obtained bit error rate (BER) is not quite low in 
the detection stage.  

In order to obtain a lower BER value, watermark 
strength must be increased and, as consequence, quality 
distortion over the watermarked image cannot be avoided. 
On the other hand, together with the image normalization 
procedure, in order to obtain geometric invariance the 
authors in [13] proposed a robust color watermarking 
method based on support vector regression (SVR) and non-
subsampled contourlet transform (NSCT). Here, color 
image is decomposed in three RGB color model compo-
nents and a significant region is obtained from the normal-
ized components using the invariant centroid theory. Then, 
the NSCT is performed on the G channel of the significant 
region. Finally, the watermark is embedded into the origi-
nal color image by modifying the low frequency NSCT 
coefficients, in which a human visual system (HVS) 
masking is used to control the watermark embedding 
strength. According to the high correlation among different 
channels of the color image, digital watermark can be re-
covered using the SVR technique. This algorithm presents 
robustness against several geometric and signal processing 
distortions, including cropping attacks; however, the 
method presents an important drawback: high computation 
time is needed for the SVR training, the computation of the 
NSCT as well as the image normalization process.  

In this context, our proposal presents a robust-en-
coded watermarking method applied to color images for 
copyright protection. The scope is oriented in the same way 
as the related works presented in [5] and [13], where using 
the image normalization procedure together within a fre-
quency domain. Nevertheless, our proposed algorithm 
presents significant improvements compared with them; 
with respect to [5]: a) the improvement of watermark 
imperceptibility in terms of PSNR metric, without affecting 
the robustness of the method, b) the design of a robust-
encoded watermarking scheme based on the DCT domain; 
preserving the robustness against JPEG compression ob-
tained in [5] and at the same time improving the robustness 
against aggressive geometric attacks such as cropping 
image, and c) the application of the proposed method to 
color images. On the other hand, with regard to [13]: a) the 
proposed method can save high computational time by 
providing a simple design which gets a better impercepti-
bility and robustness performance.  

The rest of this paper is organized as follows. Sec. 2 
shows the basic theory about the image normalization 
procedure. Sec. 3 describes the embedding and detection 
process of the proposed algorithm. Experimental results 
including comparison with the previously reported water-
marking algorithms are presented in Sec. 4. Finally, Sec. 5 
concludes this work. 

2. Background 

In the proposed algorithm, original color image and 
the watermark pattern are normalized in order to develop 
a watermarking scheme robust against geometric and sig-
nal processing distortions. In this section, a description 
about the image normalization technique is provided, 
which is based on the invariant moment theory proposed in 
[14]. Here we describe in detail the procedures of invariant 
moment calculi and image normalization procedure. 

2.1 Invariant Moments 

The geometric moments mp,q and the central moments 
µp,q of a given image f(x,y) are defined by (1) and (2) 
respectively. 
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where p, q = 1,2,…., and ),( yx  is the centroid of the 
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2.2 Image Normalization Procedure 

The image normalization procedure of a given image 
f(x,y) consists of the following stages: 

1) Translate the original image f(x,y) with the values 
(dx,dy) in order to generate a new image f1(x,y) = f(xa,ya), in 
which the center is equal to the centroid of f(x,y). This 
operation is given by (4) using an affine transformation. 
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whose elements are: 
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This procedure normalizes an image with respect to 
the translation.  

2) Apply a shearing transformation in x-direction to 
the image f1(x,y) using: 
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The resultant image is denoted as f2(x,y), which is normal-
ized against the effect caused by the shearing in the x-di-
rection.  

3) Apply a shearing transformation in y-direction to 
the image f2(x,y) using: 
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The resultant image is denoted as f3(x,y), which is normal-
ized against the effect caused by the shearing in the y-di-
rection.  

4) Change the size of the image f3(x,y) in both 
directions, using: 
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The resultant image is denoted as f4(x,y), which is normal-
ized against the effect caused by the scaling in both 
directions.  

5) Rotate the image f4(x,y) using: 
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The resultant image is denoted as f5(x,y), which is 
normalized against the effect caused by the rotation. Fi-
nally, the image f5(x,y) is the normalized version of the 
image obtained from the original one f(x,y). It is notewor-

thy that the above normalization procedures are totally 
reversible, applying the inverse matrices Ar, As, Ay, Ax and 
adding the vector d to the normalized image f5(x,y), getting 
the original image f(x,y). However, for a discrete imple-
mentation of both processes, the normalization and the 
inverse procedures require of an interpolation, which 
causes visual quality degradation of the image. The deter-
mination of the parameters α, β, ϕ, γ and δ is given by the 
following theory [14]. 

If the image g(x,y) is a transformed image of f(x,y), 
applying a general affine transformation: 
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g(x,y) is given by g(x,y) = A · f(x,y). The invariant moments 
of image g(x,y), mꞌp,q are given by:  
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Applying the general affine transformation A in 
a coordinate (x,y), the transform coordinate (x’,y’) is 
obtained by: 
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Replacing the coordinates (x’, y’) in (12), we obtain: 
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Applying the binomial theorem in (14), we have: 

 
 

ipipi
p

i

ipipii
p

i

p

yxaa
i

p

yaxa
i

p
yaxa

































1
1211

0

1211
0

1211

 (15) 

 

 

jqjqj
q

j

iqjqjj
q

j

q

yxaa
j

q

yaxa
j

q
yaxa

































1
2221

0

2221
0

2212

 (16) 

Replacing (15) and (16) in (14), we obtain: 
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Using the definition in (1), we obtain: 
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Finally, replacing (17) in (18), we obtain: 
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In the same manner, we obtain µꞌp,q as follows: 
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Using this relationship between the invariant mo-
ments of the normalized and the original image, we esti-
mate the parameters α, β, ϕ, γ, δ and the normalization 
matrices Ar, As, Ay, Ax. Interested readers can refer to [5] for 
more details. Fig. 1 shows an example of image normaliza-
tion and the visual quality degradation of the reconstructed 
image produced by the interpolation used in the inverse 
procedure, where (c) is the normalized version of both 
images (a) original and (b) geometric distorted, (d) is the 
image reconstructed after the inverse procedure. For illus-
trative purposes, partial content obtained from the blue 
circular patch is zoomed and shown within a square at the 
left down corner of the images (a) original and (d) recon-
structed, in order to perceive the visual degradation with 
more detail. 

 
Fig. 1. (a) Original image. (b) Geometric distorted version of 

(a). (c) Normalized version of (a) and (b).  
(d) Reconstructed image after inverse normalization 
procedure. 

3. Proposed Algorithm 
The robust-encoded proposed watermarking method 

has been designed in order to get the following require-

ments: a) Blind detection, which means the original image 
is not needed during the detection process of the watermark 
algorithm; b) Robustness against common signal process-
ing operations such as median and Gaussian filtering, as 
well as JPEG compression, impulsive and Gaussian noise 
contamination, among others; c) Robustness against geo-
metric attacks such as rotation, scaling, aspect ratio, affine 
transformations, cropping, among others; d) Robustness 
against combined distortions composed by common signal 
processing operations together with geometric attacks;  
e) Improved watermark imperceptibility; and f) Oriented to 
color images applications. 

3.1 Color Model Determination 

One of the major issues in color image processing is 
to find the appropriated color model for the problem being 
addressed [17]. Whereas the application context often 
defines the original color model, the color model used for 
embedding a watermark has to be discussed according to 
the objective of the watermark scheme, i.e., fragile, semi-
fragile or robust scheme. According to [8], the RGB color 
model has the most correlated components while the 
YCbCr color model components are less correlated. Also, 
the forward and backward transformations between RGB 
and YCbCr color models are linear. Considering this fact, 
if the correlated color model such as RGB is used, the 
modification of one component independently to the others 
is not the best choice, because the perceived colors are 
dependent of the three components together. This is the 
reason why the RGB model is called a correlated color 
model. On the other hand, YCbCr model allows to obtain 
non-correlated components and has the advantage of sepa-
rating the luminance information from the chrominance 
information [8], [17]. According to this, YCbCr model is 
adopted as suitable color model in the watermarking 
method proposed. 

3.2 Embedding Process 

The embedding process is described as follows:  
1) Convert the RGB color model of the original image I to 
the YCbCr color model representation. Separate the lumi-
nance component (Y) from the YCbCr color model repre-
sentation. 2) Get a normalized version of the luminance 
component (Y) using the normalization procedure de-
scribed in Sec. 2.2. 3) Build a binary pseudo-random pro-
totype pattern generated by any secret key, whose dimen-
sions are the same as the original color image. 4) The wa-
termark is a zero mean 1-D binary pseudo-random pattern 
composed by {1, 0} values generated by a user’s secret key 
k1, W = {wn| n=1, …, L}, where L is the length of the wa-
termark. 5) Encode the watermark W using the convolu-
tional code, proposed in [18] with the following character-
istics: code rate = 1/3, constraint length K = 5, free distance 
df = 12 and the generator polynomials ɡ1 = [11111], 
ɡ2 = [11011] and ɡ3 = [10101]. The encoder output is then 
E = {e1, e2, …, eh}. In a digital communication system, the 
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convolutional encoding adds redundancy to the informa-
tion bits [18]. These additional redundant bits are used at 
the receiver to perform a forward error correction (FEC) 
with the purpose of achieving a lower bit error rate. In the 
case of the watermark system, the convolutional encoding 
increases the robustness of the watermark against attacks. 
Fig. 2 shows the convolutional encoder used in the pro-
posed method.  

 
Fig. 2. Convolutional encoder. 

6) Once the prototype pattern is generated, it is masked 
using the normalized version of the luminance component 
(Y) (obtained in the step 2 of this procedure) as a template. 
The template used in this masking operation is a binary 
pattern composed by {1, 0} values and their implementa-
tion considers to assign the value ‘1’ in places that contain 
information of the luminance component (Y) normalized 
(i.e. white area of the “Template”) and preserve the value 
‘0’ on the area outside the support of the normalized ver-
sion (i.e. black area of the “Template”). This masking 
ensures that the watermark data bits are embedded only 
into information of the original image to be protected. On 
the other hand, the information of the area outside the 
support of the normalized version will be discarded by the 
inverse normalization procedure when is applied, as is 
illustrated in Fig. 1 of this paper. Later, it defines a region 
of interesting (ROI) using the centroid resulting from the 
normalization procedure. It divides this ROI in blocks of 
8x8 pixels. The ROI’s dimensions and the amount of 
blocks are in direct relation of the convolutional encoder 
output E. In this way, we determinate the watermark length 
experimentally as L = 108, in consequence, the amount of 
elements of E is h = 399 (including the zero padding 
needed to put the convolutional decoder at the final nul 
state), thereby, in the proposed method, 399 blocks of 8x8 
pixels are needed for the watermark embedding. 7) Once 
the prototype pattern is masked and the ROI together with 
8x8 pixel blocks are defined, the watermark embedding 
process is performed as follows. In order to preserve the 
trade-off between imperceptibility and robustness, firstly, 
the encoder output E is multiplied by a first watermark 
strength factor α1, E = {e1·α1, e2·α1, …, eh·α1}.  Later, each 
8x8 block of the ROI is processed as shown in Fig. 3, this 
process is described as follows: a) replace the DC coeffi-
cient by its corresponding value of the encoder output E 
and then b) apply the inverse discrete cosine transform 
(IDCT). 

 
Fig. 3. Watermark embedding stage. 

8) Apply the inverse image normalization procedure to the 
prototype pattern which contains the encoded watermark. 
The final prototype pattern is denoted as P. 9) In order to 
preserve high watermark imperceptibility, the pattern P is 
multiplied by a second watermark strength factor α2. Fi-
nally, the pattern P is embedded into the original image 
using an additive insertion in the spatial domain, given by 
(21): 

 ,2 PYY ow
 (21) 

where Yw and Yo are the watermarked and the original lu-
minance components respectively. Restore the water-
marked luminance component Yw in conjunction with the 
chrominance components CbCr to RGB color model repre-
sentation and obtain the final watermarked color image Iw. 
The general diagram of the embedding process is shown in 
Fig. 4. The above procedure is equivalent to embedding the  

 
Fig. 4. General diagram of embedding process. 

encoded watermark pattern into the DCT domain of the 
normalized image. It is important to note that within the 
proposed algorithm we have chosen to transform the pro-
totype pattern which contains the watermark signal in order 
to fit the cover image instead of embedding directly the 
watermark into the normalized image. The above charac-
teristic represents some advantages for the proposed algo-
rithm. Firstly, it avoids any perceptual quality distortion 
which might otherwise have incurred to the color image. 
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Additionally, another advantage consists in discarding 
the information within the area outside the support of the 
prototype pattern obtained in the step 6 (i.e. black area). 
This can save computational time and provide an easier 
implementation. Because every DC coefficient replacement 
is carried out using only prototype pattern information, we 
can avoid any visual quality perceptual distortion into the 
color image controlling the watermark strength factors and 
at the same time improving the robustness against JPEG 
compression. 

3.3 Detection Process 

The detection process is described as follows:  

1) Convert the watermarked color image Iw from RGB 
to YCbCr color model representation. Separate the water-
marked luminance component (Yw) from the YCbCr color 
model representation.  

2) Get the normalized version from the Yw component 
using the normalization procedure presented in Sec. 2.2. 
Later, reconstruct the region of interesting (ROI) using the 
centroid resulting from the normalization procedure and 
divide this in blocks of 8x8 pixels.  

3) Apply the DCT transform to each block and extract 
the first coefficient (DC coefficient) from each DCT block. 
Concatenate these coefficients into a vector V = 
(v1, v2,…, vh).  

4) The encoded watermarked coefficients Ê are 
recovered performing the following operation to the 
elements of the vector V: 

 ]ˆ,ˆ,...,ˆ,ˆ[ˆ
121 hh eeeeE   (22) 

where êk-th = sign(vk-th), and sign is the sign function.  

5) The decoding is performed using the Viterbi algo-
rithm with hard decision [19], thus obtaining the retrieved 
watermark pattern W’.  

6) Once that W’ was recovered, compute the BER 
between the original W and the recovered W’ watermarks. 
Assuming ergodicity the BER is defined as the ratio be-
tween the number of incorrectly decoded bits and the total 
number of embedded bits. A threshold value TBER must be 
defined to determine if the watermark W is present or not 
into the image. In this concern, considering a binomial 
distribution with success probability equal to 0.5, the false 
alarm probability Pfa for L bits embedded watermark data 
is given by (23), and a threshold value T must be controlled 
in order to get a smaller value of Pfa than a predetermined 
one. 
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where L is the total number of watermark data bits, whose 
value is empirically set to 108 and, based on the Bernoulli 
trials assumption, z is an independent random variable with 

binomial distribution [20]. The false alarm probability must 
be less than Pfa = 4.9516  10-11 which is set to satisfy the 
requirements of most watermarking applications for a reli-
able detection [20], and then an adequate threshold value 
TBER (=1-(T/L) =1-(87/108)) is equal to 0.20, according to 
the fact that the bit error rate (BER) + the bit correct rate 
(BCR) must be equal to 1. If the BER value between W and 
W’ is greater than 20% (more than 21 percent error bits), 
the watermark detection is failed, otherwise, the watermark 
detection is successful and the detection process is termi-
nated. The general diagram of the detection procedure is 
shown Fig. 5. 

 
Fig. 5. General diagram of detection process. 

4. Experimental Results 
In this section, the performance of the proposed algo-

rithm is evaluated considering watermark imperceptibility 
and robustness grades and using a variety of well-known 
digital images in the literature. We have used different 
images with a variety of texture content (e.g., Goldhill, 
Sailboat, Lena, Airplane, Baboon, Peppers, among others) 
of 512  512 pixels size and color resolution of 24 bits per 
pixel which can be found in the following academic data-
base: http://sipi.usc.edu/database/ and some of them in the 
Matlab © Integrated Development Environment (IDE). 
Our experiments are carried out on a personal computer 
running Microsoft Windows 7 OS© with an Intel© Core i7 
processor (@3.4 GHz) and 8 GB RAM memory while the 
embedding and extracting procedures were implemented 
on Matlab© version 7.10. In these conditions, the average 
computing time for the embedding procedure has been 
measured in 6.22 seconds while an average of 5.46 seconds 
was needed for the detection procedure. A 1D binary pseu-
dorandom sequence of size L = 108 bits is used as the wa-
termark pattern W. The false alarm probability is set to 
Pfa= 4.9516  10-11 when TBER = 0.20. The convolutional 
code described in the embedding process has been used. 
The watermark strength parameters used in the watermark 
embedding process has been determined to be α1 =35 and 
α2 =0.003, whose setting procedure will be explained in the 
next section. The watermarked image visual quality distor-
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tion is measured using the following well known indices: 
Peak Signal to Noise Ratio (PSNR), Visual Information 
Fidelity (VIF) and Structural Similarity Index (SSIM). 
Finally, our experimental results are compared with some 
of the most important methods reported previously in the 
literature whose aim is to be robust against most common 
geometric and signal processing attacks.  

4.1 Watermark Imperceptibility and Setting 
of Watermark Strengths α1, and α2  

Using a watermark strength factor α2 = 0.003, and the 
parameters mentioned above, a watermark length L = 108, 
and a variable watermark strength value α1 from 5 to 55; 
the watermark imperceptibility was evaluated in terms of 
the PSNR, VIF [21] and SSIM [22] visual image quality 
metrics defined by (24), (25) and (26) respectively. 

2
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In (25) we sum over the channels of interest, where ,ZC 


 
represent Z elements of the random field RF Cω which 
describes the coefficients from channel ω, and so on [21]. 
E and G denote the visual signal at the output of the 
Human Visual System model (HVS) from the original and 
the watermarked images respectively, from which the 
human brain extracts cognitive information. The terms 
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information that can ideally be extracted by the brain from 
a particular channel in the original and the watermarked 
images respectively [21]. 
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In (26) Io, and Iw are the original and watermarked 
images respectively and C1, C2 are small constant values 
[22]. As it is known in the literature the VIF value reflects 
perceptual distortions more precisely than PSNR. The 
range of VIF is [0, 1] and the closer value to 1 represents 
the best fidelity respect to the original image. It is also well 
known in the literature that the SSIM value reflects per-
ceptual distortions more precisely than PSNR. The range of 
SSIM is [0, 1], and the closer value to 1 represents 
an identical quality respect to the original image, i.e. 
a value of 1 means that the original and the reference 
images are the same. In Figs. 6 and 7, the PSNR of ten test 
color images and average VIF-SSIM are plotted versus the 
variable watermark strength α1 ranging from 5 to 55 
respectively.  

A greater value of α1 could increase the robustness of 
the  watermark,  but  as  shown  in Figs. 6 and 7, the water- 

 
Fig. 6. PSNR obtained with variable watermark strength α1. 

 
Fig. 7. Average VIF and SSIM values obtained with variable 

watermark strength α1. 

mark imperceptibility is diminished. Hence, there is 
a trade-off between robustness and imperceptibility. To 
preserve the trade-off between robustness and impercepti-
bility, based on our experiments, we considered a water-
mark strength of α1 = 35 as a suitable value, obtaining the 
following average values: PSNR = 44.19 dB, VIF = 0.9559 
and SSIM = 0.9967. 

Using a watermark strength α1 = 35, the parameters 
mentioned above, a watermark length L = 108, and a vari-
able watermark strength α2 from 0.001 to 0.005; the wa-
termark imperceptibility was evaluated in terms of the 
PSNR image quality metric and a subjective test based on 
the Mean Opinion Score (MOS) statistically supported in 
our experiments supported by the opinion of 100 persons 
of different academic levels. In Figs. 8 and 9, the PSNR 
and the average MOS of the ten test color images used are 
plotted versus the variable watermark strength α2 respec-
tively. 

A bigger value of α2 could increase the robustness of 
the watermark, but as shown in Figs. 8 and 9, the water-
mark imperceptibility is diminished. Hence ones again 
there is a trade-off between robustness and imperceptibil-
ity. To preserve the trade-off between robustness and im-
perceptibility, based on our experiments, we considered 
a watermark strength of α2 = 0.003 as a suitable value.  
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Fig. 8. PSNR obtained with variable watermark strength α2. 

 
Fig. 9. Average MOS values obtained with variable 

watermark strength α2. 

 
Fig. 10.  a) Central content from Barb original color image,  

b) Watermarked version with α1 = 35 and α2 = 0.003, 
c) Watermarked version with α1 = 35 and α2 = 0.005.  

An example of perceptual distortion is shown in Fig. 10, 
when the watermark strength is set to α2 = 0.005 and 
α1 = 35. To illustrative purposes, the central content of 
Barb image is zoomed. Fig. 10(c) shows the distortion into 
the watermarked color image when α1 = 35. 

To conclude the setting of the watermark strengths 
values, a pair of experiments related with the robustness 
against signal processing distortions, are performed with 
the following characteristics: a) using a variable watermark 
strength α1 ranging from 5 to 55 and α2 = 0.003, b) using 
a variable watermark strength α2 ranging from 0.001 to 
0.005 and α1 = 35; both in conjunction with a watermark 
length L = 108, and a threshold value TBER = 0.20. The 
robustness of the proposed method when ten watermarked  

 
Fig. 11. BER values obtained with variable watermark strength 

α1 after contamination by Gaussian noise with µ = 0 
and σ2 = 0.006. 

 
Fig. 12. BER values obtained with variable watermark strength 

α2 after contamination by Gaussian noise with µ = 0 
and σ2 = 0.006. 

test color images are contaminated with Gaussian noise 
with μ = 0 and σ2 = 0.006 is shown in Figs. 11 and 12, 
respectively. 

A larger value of α1 and α2 increases the robustness of 
the watermark, but as shown in Figs. 6-9, the watermark 
imperceptibility is decreased. To preserve the trade-off 
between robustness and imperceptibility, based on our 
experiments, we considered a watermark strengths of 
α1 = 35 and α2 = 0.003 as suitable values. Three test color 
images (a) with their watermarked version (b) are shown in 
Figs. 13, 14 and 15 respectively. 

 
Fig. 13.  a) Lena image, b) Watermarked version. 
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Fig. 14.  a) Gold hill image, b) Watermarked version. 

 
Fig. 15.  a) Airplane F-16 image, b) Watermarked version. 

Algorithms [5] and [13] are two of the most robust 
watermarking techniques published with similar purposes 
as our proposed scheme. To get a proper comparison, we 
consider a homogeneous format of color images of 
51251224 bits. The imperceptibility performance is 
compared in our simulations with those reported by algo-
rithms in [5] and [13]. 
 

 Proposed 
method 

Method in 
[5] 

Method in 
[13] 

PSNR (dB) 44.19 40.11 41.18 

Tab. 1. Average comparative results of imperceptibility using 
the PSNR (dB) metric. 

From Tab. 1 it follows that the proposed scheme 
provides a fairly good fidelity of the watermarked color 
image, achieving a PSNR greater than 44 dB, avoiding the 
visual quality distortions in the color images. 

On the other hand, the normalized color difference 
(NCD) metric [23], [24] is based on the CIELAB color 
space and it is applied to measure the difference of color 
between two images. NCD is given by (27) [23], [24]: 
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(27) 

where Lo, Lw represent lightness values and ao, aw, bo, bw 
the chrominance values corresponding to the original Io 
and the watermarked Iw images expressed in the CIE Lab  
 

Image NCD 

Lena 0.0053 
Mandrill 0.0050 
Barbara 0.0057 
Gold hill 0.0076 
Cable car 0.0091 
Sailboat 0.0066 
Cornfield 0.0083 
Boats 0.0082 
House 0.0058 
Airplane F-16 0.0035 

Tab. 2. NCD values obtained from ten test watermarked 
images. 

color space. Finally, in Tab. 2, we show NCD values cal-
culated between the ten watermarked testing images used 
and its original versions. 

From Tab. 2 and Figs. 13, 14 and 15, it can be seen 
that the proposed scheme provides good imperceptibility 
since the difference of colors between the watermarked 
image and the original one is insignificant [25]. 

4.2 Watermark Robustness 

To evaluate the watermark robustness of the proposed 
algorithm we use the StirMark Benchmark [26], perform-
ing attacks of several geometrical distortions, signal proc-
essing and a combination of them. In order to carry out 
a representative comparison in terms of watermark robust-
ness with respect to the related works reported in [5] and 
[13]; we have used one thousand color images with resolu-
tion of 24 bits per pixel of size 512512.  

Experimental results are classified in geometric, 
common signal processing, and combined distortions. For 
illustrative purposes, in Tab. 3 we show the average BER 
obtained in our proposed method and in those schemes 
reported in [5] and [13], after applying geometric distor-
tions, and combined distortions composed by a JPEG com-
pression with quality factor QF = 20 together with one or 
more geometric distortions. When the BER value is more 
than the predefined threshold value TBER = 0.20 (more than 
21 error bits), the watermark detection is reported with 
italics and corresponds to the case where the watermark 
detection has failed.  

Analyzing the results in Tab. 3, we show that our 
proposed method presents good robustness against several 
geometric distortions, including scaling from 0.5 to 2, 
rotation by several angles, general affine transformation, 
shearing 5% in x and y directions, cropping attack with 
50%, aspect ratio in x and y directions by 1.2 and 0.9, re-
spectively, horizontal and vertical flipping and combined 
attacks all of them with JPEG 20 compression. In all cases 
we have obtained BER values less than the predefined 
threshold value TBER = 0.20, except when the image is dis-
torted by the Stirmark Random Bending Attack (RBA). 
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Bit Error Rate (BER) 
Geometric and combined 
distortions Proposed 

method 
Method 

in [5] 
Method 
in [13] 

Without distortion 0 0 0 
Rotation by 5° 0 0 0.03 
Rotation by 45° 0.01 0 0.03 
Scale 0.5 0.02 0 0.04 
Scale 2 0.007 0.04 0.02 
Cropping 50 % 0.03 0.52 0.12 
Affine [0.9,-0.2,0;0.1,1.2,0;0,0,1] 0.01 0 0.02 
Affine [-1.1,-0.2,0;-0.2,0.8,0;0,0,1] 0.02 0 0.02 
Shearing (5%, 5%) 0.004 0 0.02 
Aspect ratio (1.2,0.9) 0.03 0 0.03 
Aspect ratio (1.2,1.0) 0 0 0.02 
Horizontal flip 0.01 0 0.10 
Vertical flip 0 0 0.15 
JPEG 20 + Rotation 45 ° 0.02 0.03 0.05 
JPEG 20 + Scale 1.5 0.03 0.02 0.09 
JPEG 20 + Affine 
[0.9,0.2,0;0.1,1.2,0;0,0,1] 

0.02 0.01 0.05 

JPEG 20 + Cropping 50% 0.03 0.53 0.15 
JPEG 20 + Shearing (5%, 5%) 0.01 0.01 0.04 
JPEG 20 + Aspect ratio (1.0,1.2) 0.02 0.01 0.03 
JPEG 20 + Horizontal flip 0 0 0.12 
Stirmark Random Bending Attack 0.53 0.50 0.51 

Tab. 3. Average BER obtained from one thousand water-
marked images after geometric and combined 
distortions. 

On the other hand, the method proposed in [5] obtains 
a similar performance against the above mentioned geo-
metric and combined distortions; however, the method is 
not robust against cropping attacks as well as RBA attack. 
In both cases, the obtaining BER values are greater than 
the threshold value TBER = 0.20. The weakness against 
cropping attacks is due to the fact that the watermark is 
embedded into the mid-range DCT coefficients of the 
whole image, thus, when the image is cropped from the 
center or the edges, several DCT blocks are removed and 
the watermark cannot be recovered adequately. In the case 
of the method proposed in [13], it obtains a similar per-
formance against the above mentioned geometric and com-
bined distortions, except against RBA attack. Although the 
performance is similar, the method in [13] is outperformed 
in detection accuracy when the image is cropped or dis-
torted by vertical and horizontal flipping, obtaining BER 
values greater than 0.1, whereas that, our proposed method 
obtains BER values closer up to 0. Additionally, Tab. 4 
shows the average BER obtained in our proposed method 
and the schemes reported in [5] and [13] respectively, after 
applying common signal processing, and combined attacks 
all of them with JPEG 20 compression. Similarly, when the 
BER value is more than the predefined threshold value 
TBER = 0.20 (more than 21 error bits) the watermark detec-
tion is reported in with italics and corresponds to the case 
where the watermark detection has failed.  

 

Bit Error Rate (BER) 
Common signal processing and 
combined distortions Proposed 

method 
Method 

in [5] 
Method in 

[13] 
JPEG compression QF = 50 0.001 0 0.03 
JPEG compression QF = 20 0.003 0.004 0.04 
Median filter 3x 3 0.001 0.23 0.03 
Sharpening 3 x 3 0.005 0.064 0.02 
Gaussian noise, µ = 0, σ2 = 0.006 0 0.35 0.02 
Impulsive noise, density = 0.01 0.01 0.21 0.1 
Gaussian filter 3x3 0.009 0 0.03 
JPEG 20 + Median filter 3 3 0 0.25 0.06 

JPEG 20 + Sharpening 3  3 0.01 0.08 0.05 
JPEG 20 + Gaussian noise,  
µ = 0, σ2 = 0.006 

0.01 0.37 0.05 

JPEG 20 + Impulsive noise, 
density = 0.01 

0.004 0.20 0.15 

JPEG 20 + Gaussian filter 33 0 0 0.06 

Tab. 4. Average BER obtained from one thousand water-
marked images after common signal processing, and 
combined distortions. 

Analyzing the results in Tab. 4 we show that the algo-
rithm [13] and ours present good robustness against several 
common signal processing operations, including JPEG 
compression with several quality factors ranging from 50 
to 20. Also they present robustness against median, Gaus-
sian and sharpen filters, all of them with window size of 
33, impulsive noise with a density of 0.01 and Gaussian 
noise contamination with zero mean and variance 0.006. In 
all cases both algorithms have a BER value less than the 
predefined normalized threshold value TBER = 0.20. Also, 
we have considered combined attacks composed by a JPEG 
20 compression together with the common signal process-
ing mentioned above. The robustness of both methods is 
not affected by this kind of combined attacks, obtaining 
BER values less than TBER = 0.20. However, the method in 
[13] is outperformed in detection accuracy when the image 
is contaminated by impulsive noise with a density of 0.01, 
obtaining BER values equal to or greater than 0.1, whereas 
our proposed method obtains BER values closer up to 0. 
On the other hand, the method proposed in [5] obtains 
a similar performance against the above mentioned 
common signal processing and combined distortions; 
however, the method is not robust against median filtering, 
impulsive and Gaussian noise contamination, obtaining 
average BER values greater than TBER = 0.20, i.e., 0.23, 
0.21 and 0.35 respectively. 

5. Conclusions 
Using the combination of the image normalization 

process, the convolutional encoding and the robustness of 
the DCT domain, we have developed a robust encoded 
watermarking method for copyright protection applied to 
color images. We combined five key elements in our 
method: a) the image normalization procedure, b) DCT 
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embedding domain, c) convolutional encoding, d) Viterbi 
decoder, e) the masking procedure. The watermark imper-
ceptibility of the proposed algorithm was evaluated in 
terms of three well-known image quality distortion metrics 
(PSNR, VIF and SSIM), concluding that the visual distor-
tion caused by the proposed watermarking algorithm is 
imperceptible, providing 44.19 dB, 0.9559 and 0.9967 
values respectively. Watermark robustness of the proposed 
algorithm is evaluated using a wide range of attacks and 
a fairly good performance is obtained. From the evaluation 
results, we can conclude that our proposed algorithm out-
performs the algorithms proposed in [5] and [13] that are 
two of the most efficient algorithms recently proposed for 
image watermarking, in terms of imperceptibility and de-
tection accuracy. Experimental results show that our pro-
posed method is robust against very aggressive attacks, 
such as scaling, rotation by several angles, general affine 
transformation, shearing in x and y directions, cropping 
attack, aspect ratio in x and y directions, horizontal and 
vertical flipping and combined attacks all of them with 
JPEG 20 compression. Obtained robustness against several 
geometric, signal processing and combined attacks, high 
imperceptibility and the compact design of our proposed 
method make it to be applied in a wide range of applica-
tions. As a future work, the proposed method will be 
extended to the authentication of digital video.  
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