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Abstract. Blind signal extraction, a hot issue in the field of 
communication signal processing, aims to retrieve the 
sources through the optimization of contrast functions. 
Many contrasts based on higher-order statistics such as 
kurtosis, usually behave sensitive to outliers. Thus, to 
achieve robust results, nonlinear functions are utilized as 
contrasts to approximate the negentropy criterion, which is 
also a classical metric for non-Gaussianity. However, 
existing methods generally have a high computational cost, 
hence leading us to address the problem of efficient optimi-
zation of contrast function. More precisely, we design 
a novel “reference-based” contrast function based on 
negentropy approximations, and then propose a new family 
of algorithms (Alg. 1 and Alg. 2) to maximize it. Simula-
tions confirm the convergence of our method to a separat-
ing solution, which is also analyzed in theory. We also vali-
date the theoretic complexity analysis that Alg. 2 has 
a much lower computational cost than Alg. 1 and existing 
optimization methods based on negentropy criterion. 
Finally, experiments for the separation of single sideband 
signals illustrate that our method has good prospects in 
real-world applications. 
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1. Introduction 
Source separation, an active research area, has found 

wide applicability. Historically, the source separation prob-
lem has been posed with flexible and general assumptions 
as well as minimal priors, hence leading to the designation 
blind source separation. In particular, blind extraction tech-
nique for complex valued sources has found utility in many 
applications such as communications [1–3], face recogni-
tion [4], analysis of functional magnetic resonance imaging 
[5], electroencephalograph [6], [7], and radar data [8], [9]. 
Depending on the applications, the sources may be both 
sub-Gaussian (e.g. digital communication signals) and 
super-Gaussian distributed (e.g. radio broadcast signals). 

In a multi-input/multi-output (MIMO) context, the 
problem of blind source separation has found interesting 
solutions through the optimization of so-called contrast 
functions (separation criteria) [10]. Many contrasts relying 
on higher-order statistics (e.g. the kurtosis contrast) have 
been easily extended from the real to the complex domain 
[11–13]. However, using these contrast functions generally 
results in an estimate sensitive to outliers [14]. An alterna-
tive approach to achieve robust results is to use nonlinear 
functions as contrast functions to approximate the probabil-
ity density functions (pdf) of sources (like in the maximum 
likelihood and infomax criteria) or the outputs’ negentropy 
[15]. Several contrast functions and algorithms have been 
proposed based on the nonlinearities of the outputs. In [16], 
an extension of the well known negentropy-based FastICA 
to the complex case by Bingham and Hyvarinen was pro-
posed using the modulus information. Novey and Adali 
proposed in [17] a complex-FastICA algorithm for non-cir-
cular sources using the information of pseudo-covariance 
matrix. In [15], Novey and Adali derived both a gradi-
ent-descent and a quasi-Newton algorithm that use the full 
second-order statistics for complex sources, generalizing 
their work in [17]. Duran-Diaz et al. presented an algorithm 
by decoupling the arguments of the criterion so that the 
algorithm maximizes it cyclically with respect to each 
argument [18]. But these methods generally have a high 
computational cost. 

On the other hand, contrast functions referred to as 
“reference-based” have been recently proposed [19], [20]. 
The output variables in the traditional contrast functions are 
decoupled into several relatively independent ones, so it is 
the same with extraction vectors. Then some extraction 
vectors are artificially specified as primary extraction vec-
tors, while others as reference extraction vectors. Practi-
cally, “reference” implies that updating extraction vector 
should refer to the fixed reference vector so as to determine 
the optimization direction. Thus, it is worth noting that 
these "reference-based" approaches are different from the 
classical concept like "data-aided" or semi-blind method, 
but in fact any signal or vector fixed prior in the separation 
can be called "reference" signal or "reference" vector. They 
are particularly appealing because the corresponding maxi-
mization problem can be evolved into a quadratic optimiza-
tion problem with respect to the searched parameters. Tak- 
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ing advantage of this quadratic feature, a few maximization 
algorithms based on kurtosis contrast function have been 
proposed and significantly quicker than traditional kurto-
sis-based algorithms [21–23]. However, these methods 
generally require searching for the optimal step-size and 
behave sensitive to outliers. In these contexts, we consider 
the optimization of “reference-based” negentropy approxi-
mations. 

In this paper, we remodel the contrast function based 
on negentropy approximations and propose a new family of 
algorithms (Alg. 1 and Alg. 2) to search for the solution. 
Starting from a basic “reference-based” algorithm (i.e. 
Alg. 1), the method is extended by introducing two differ-
ent number of iteration parameters, and we call the algo-
rithm Alg. 2. Depending on these parameters, a tradeoff 
can be adjusted between separation performance and speed 
of the optimization method. The main novelties are the fol-
lowing ones: 

 the possibility in the new method to adjust two pa-
rameters for improved performance; 

 a detailed theoretic analysis of complexity, which well 
explains the computational cost of all the algorithms in 
simulations; 

 a link with Expectation-Maximization and Minimiza-
tion-Maximization algorithms, which justifies the 
convergence of our “fixed-point” like algorithm (i.e. 
Alg. 2). 

The remainder of the paper is organized as follows. 
Section 2 introduces the data model and assumptions of the 
paper. In Sec. 3, the remodeled contrast function and the 
separating method are given. The optimization algorithm 
(Alg. 1) is improved, and a proof of the convergence for 
Alg. 2 is given in Sec. 4. Section 5 presents simulation 
results and discussion. Finally, Section 6 concludes the 
paper. 

2. Model and Assumptions 
In the noise-free instantaneous case, we assume that n 

unknown statistically independent source signals of zero 
mean and unit variance, contained within 

1( ) [ ( ), , ( )] n
nt s t s t Ts    pass through an unknown 

full-column rank mixing matrix m nA   (m ≥ n), 
therefore m mixed signals 

1( ) [ ( ), , ( )]mt x t x t Tx   can be 

modeled as 

 ( ) ( )t tx As   (1) 

where t is the sample index. To simplify the problem, we 
further assume that the number of sources matches the 
number of mixtures i.e. m = n, an exactly determined prob-
lem. The prewhitening of the observations by the matrix U 
yields the new observations vector, ( ) ( )t tz Ux , whose 

covariance HE[ ]zz  is the identity matrix of dimension 

N  N. 

Then the output signal y(t) that estimates one of the 
sources is obtained as H( ) ( )y t t w z , where w is the unit 

norm extraction vector (enforcing the output to have unit 
variance). More specifically, our approach is an iterative 
one and the extraction of all sources can then be performed 
through a deflation or symmetric orthogonalization proce-
dure. 

In this article, the superscripts ()*, ()T, ()H denote con-
jugate, transpose and conjugate transpose, respectively. 
Bold upper (respectively, lower) case letters are used for 
matrices (respectively, vectors). 

3. Separation Method 

3.1 Contrast Function 

According to the central limit theorem, which states 
that the linear combination of independent random vari-
ables with finite support pdfs tends toward the Gaussian 
distribution, one should choose w such that y has the most 
non-Gaussian distribution. In other words, if w is a column 
of the inverse matrix of UA, wHUA has only one nonzero 
element. However as wHUA deviates from this solution, 
this implies a linear mixture of the sources, causing the 
output signal y to become more Gaussian. This justifies the 
maximization of non-Gaussianity, which can be measured 
by kurtosis or negentropy. 

Kurtosis (or called the fourth-order cumulant) of y is 
classically defined by [24] 

     2
4 2Kurt( ) 3y E y E y  .   (2) 

Actually, since we assumed that y is of unit variance, 

the right-hand side simplifies to  4 3E y  , which shows 

that kurtosis is simply a normalized version of the fourth 
moment. Kurtosis is zero for a Gaussian random variable, 
while for most non-Gaussian random variables, kurtosis is 
nonzero. Random variables that have a negative kurtosis 
are called sub-Gaussian, and those with positive kurtosis 
are called super-Gaussian. From the view of pdf, su-
per-Gaussian random variables have typically a “spiky” pdf 
with heavy tails, i.e. the pdf is relatively large at zero while 
being small at large values of the variable, on the other 
hand, sub-Gaussian random variables have typically 
a “flat” pdf, which is rather constant near zero, and also 
very small for values larger than a certain threshold of the 
variable. 

Using kurtosis contrast function generally results in 
an estimate sensitive to outliers. So we consider utilizing 
negentropy contrast instead. Negentropy is defined as 

 ( ) H( ) H( )gaussJ y y y    (3) 

where   H( ) E log ( )y p y  is the differential entropy, 

p(y) is the pdf, and ygauss is a complex Gaussian random 



264 P. C. XU, Y. H. SHEN, H. LI, NEW NEGENTROPY OPTIMIZATION SCHEMES FOR BLIND SIGNAL EXTRACTION OF COMPLEX … 

 

variable with the same variance as y. Negentropy is always 
positive but equals zero if and only if y is Gaussian. Thus the 
maximization of negentropy is the same as the maximization 
of non-Gaussianity, which leads to the estimation of one 
source. 

Using negentropy as the contrast function requires 
prior knowledge of the pdf which is generally unknown, or 
online estimation of the pdf costs too much computational 
time. To overcome these difficulties, nonlinear functions 
are utilized to approximate the negentropy and hence (3) is 
rewritten as [18] 

 
2H( ) E G( )NJ h       

w w z   (4) 

where hN represents the entropy of a complex Gaussian 
random variable with unit variance, and G(y) is a selected 
nonlinearity. Any value selected for hN larger than a certain 
threshold, usually requiring hN > 2, guarantees the ascent of 
J(w). Besides, the parameter ν is introduced to practically 
guarantee the stability of the algorithm. It takes values 
within the set {–1, +1}, depending on whether the sources 
are super-Gaussian or sub-Gaussian distributed. 

It has been proved in [15] and [18] that (4) is a con-
trast function: this means by definition that when maxi-
mized with respect to the separating vector, this criterion 
leads to the separation of one source signal. In this paper, 
we remodel this negentropy-based approximation and pro-
pose a new method to optimize it. 

Generally, G(y) can be expressed as the form of 

power series expansion 
1

G( ) i
i

i

y c y




  where ic  . 

To begin with, we can define a function F(y) such that 

1

1

G( ) F( )i
i

i

y y c y y y






  , which will be useful for 

decoupling the problem, as it will be shown below. Since 
the output signal y has unit variance, we can rewrite (4) as 

   2
( ) E * E F( ) *NJ h yy y y y     w .   (5) 

When function G(y) is properly selected we have 
2

E F( ) *Nh y y y   
, so expression (5) should be rewritten 

as 

 
  2

2H H H H

( ) E * E F( ) *

( )

N

N

J h yy y y y

h E F





    

     

w

w w w z w z z w

   (6) 

where the second equality follows from the fact that 
H( ) ( )y t t w z  and HE[ ] zz I . 

In order to optimize the criterion in “reference-based” 
way, we mark  the involved output variable y and rewrite 
(6) as follows 

   

      

* *2[1] [1] [1] [2] [1]

2
H H H[1] [1] [1] [2] H [1]

( ) E E F( )N

N

J h y y y y y

h E F





          

 
   

 

w

w w w z w z z w

 

                                                        (7) 
Then, we remodel the contrast function by decoupling 

two variables y[1] and y[2], which allows us to isolate the 

term    2
H[2]F w z , the only one for which we cannot 

obtain a quadratic dependence. This choice yields a quad-
ratic dependence with respect to the optimized parameter 
w[1]. More precisely, after decoupling the variables, the 
resulting function is 

 
2H H H H( , ) E F( )NI h       

w v w w w z v z z w    (8) 

where w and v are two independent candidates for the 
extraction vector. We introduce a “reference signal” r(t) 
which is the output of “reference extraction vector” denoted 
by v, i.e. H( ) ( )r t t v z . In the work of previous research-

ers, the reference signal was always interpreted as a prior 
knowledge on the source to be extracted [19]. Another idea, 
which is in contrast to this concept, indicates that the refer-
ence signal can be artificially introduced in an algorithm for 
the purpose of facilitating the optimization of the contrasts. 
Thus, any signal or vector fixed antecedently in the separa-
tion can be called "reference" signal or "reference" vector. It 
hence appears as an efficient way of exploiting the proper-
ties of the criterion to be maximized. 

Obviously, the contrast function (8) is linked with (6) 
by ( ) ( , )J Iw w w . Our separation system and most 

notations are summed up in Fig. 1. 

 
Fig. 1.  System and notations summary. 

3.2 Optimization Algorithm 

Basically, in order to maximize the contrast function 
(8), we can introduce a steepest ascent algorithm which 
moves from one point to another following the gradient 
direction of the criterion. However, improper choosing of 
step-size in gradient algorithm usually leads to slow con-
vergence speed and poor stability performance [25]. To 
derive a more efficient algorithm, we note that at a stable 
point of the gradient algorithm, the gradient of the contrasts 
must point in the direction of extraction vector, that is, the 
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gradient must be equal to extraction vector, and the algo-
rithm can converge [26]. This can be proven more rigor-
ously using the technique of Lagrange multipliers. More 
precisely, we give the basic and simplest version of the 
algorithm. Further refinements will be addressed in Sec. 4. 

 

As is seen from Alg. 1, at each iterative, the direction 
of extraction vector is modified by the partial gradient of 
the first argument w, while the second argument v is fixed 
to a constant vector. Then the extraction vector w is modi-
fied, and also the reference extraction vector v is updated to 
fabricate a new “reference signal” r(t). Furthermore, the 
iteration formula *( , ) /k k k kI  d w v w  describes the 

“reference-based” concept specifically from the view of 
implementation. 

The two arguments w and v like two persons climbing 
a mountain, one of who (v) does guard duty while another 
person (w) starts from the first person (v) to look for the 
way as easy as possible to the top. Once the person w finds 
the way, he motions to v to reach his position. They repeat 
this action until they reach the mountaintop. This vividly 
explains why v is called “reference vector”. 

Now we derive the gradient direction in Alg. 1. Since 
the formula (5) is real valued, we can rewrite (8) as 

 
1

2 22H H H H( , ) E F( )NI h 
       

w v w w w z v z z w  (9) 

Therefore, we have 

 
 
 

*

1
2 22H H H H

2H H H H

2H H

( , ) /

1
E F( )

2

2 E F( )

E F( )

N

N

N

I

h

h

h









  

       

     

     

d w v w

w w w z v z z w

w w w z v z z w

w z v z z w

 

2H HE F( )Nh       
w z v z z w                 (10) 

By the Modification and Update (M0-U) rule in 
Alg. 1, one can then verify the following more practical 
expression as iteration formula. 

 

2H H
1

1 1 1

E F( )

/

k N k k k

k k k

h 

  

     


w w z w z z w

w w w

  (11) 

Although the formula (11) is simple and effective for 
real-world application, it obscures the crucial concept of 
the “reference-based” method to some extent. 

4. Improvements and Convergence 
Analysis 
In order to improve Alg. 1, it is natural to replace the 

update step (M0) by a more efficient operation. Here, we 
consider replacing the optimization along a line in (M0) by 
a global optimization, i.e., the step (M0) should achieve the 
goal that 

 1 arg max ( , )k kI  wv w v .   (12) 

Therefore, the metaphor is changed here: Two persons 
(w and v) climb a mountain. One of them (v) still does 
guard duty, but another person (w) starts from the first per-
son (v) to look for the highest position around v. Once the 
person w finds the position, he motions to v to reach his 
position. They repeat this action until they reach the moun-
taintop. This yields the following algorithm. 

 

First note that a new parameter lmax has been intro-
duced in Alg. 2 in addition to kmax. Depending on these two 
parameter values, Alg. 2 is provided with both “reference” 
and “fixed-point” properties. Indeed, Alg. 2 is intermediate 
between Alg. 1 (lmax = 1) and a “fixed-point” like algorithm 
(kmax = 1). In other words, at iteration steps reference vector 
vk in Alg. 2 is no longer updated every iterative as Alg. 1, 
either remains unchanged all the time as a “fixed-point” v0, 
but is fixed in several steps lmax to search for the optimal 
solution w as the next reference vector. 

Additionally, starting from an initial “reference” v0, 
Alg. 2 iteratively produces a sequence of better estimate vk 
for the separating system. This point of view exhibits the 
similarity with Expectation-Maximization (EM) [27] or 
Maximization-Minimization (MM) methods [28]. 

Algorithm 1 
 Initialization: v0 is created randomly, and the 

corresponding reference signal H
0 0( ) ( )r t t v z . 

Set the initial extraction vector 0 0w v . 

 For k = 0,1,2,…,kmax-1, repeat (M0-U): 

(M0)    Set *( , ) /k k k kI  d w v w  

1k k w d and renormalize: 

            1 1 1/k k k  w w w  

(U)     Update 1 1k k v w  

Algorithm 2 
 Initialization: v0 is created randomly, and the 

corresponding reference signal H
0 0( ) ( )r t t v z . 

 For k =0,1,2,…,kmax-1, set 0 kw v and repeat 

(M1-U): 
(M1) For l = 0,1,2,…,lmax-1 repeat (M0): 

(M0)  Set *( , ) /
l l k lI  d w v w  

Set 
1l l
w d  and renormalize: 

            
1 1 1

/
l l l  
w w w  

    (U)  Update 
max1 lk v w . 
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It is worth noting that our approach is related to other 
works. First, we have noticed that, in [29–33] the timing 
synchronization for turbo receivers in environments like 
AWGN channel and fast time-variant channel has been 
addressed. Although they are not directly linked to our ap-
proach, it is shown in these works how maximum-likeli-
hood estimation of the synchronization parameters like 
frequency offset, propagation delays, carrier phase offsets 
and received amplitudes can be implemented by means of 
the iterative expectation-maximization (EM) algorithm. 
Moreover [34] has generalized the synchronizer based on 
EM-algorithm to the multi-user case. 

In these previous works, the EM algorithm maximizes 
a likelihood function L(v) by producing a set of successive 
estimates vk obtained by iteratively maximizing a Q-func-
tion 

 1 arg max Q( , )k k  vv v v .  (13) 

In EM methods, the Q-function is obtained by intro-
ducing some hidden data in the model and taking the 
expectation of the complete log-likelihood. At each itera-
tive, the EM algorithm breaks up into two steps: in the 
Expectation step (E-step), the average log-likelihood of the 
complete data is computed, while in the Maximization step 
(M-step), the average log-likelihood is maximized. In con-
trast to EM methods, MM methods do not require to iden-
tify a complete data set and take advantage of convexity 
and inequalities satisfied by the objective function [35]. 

The MM methods, which are based on (13) show 
convergence properties under the condition that at each 
step, the L and Q-function satisfies 

 ( ) Q( , )kL v v v  and ( ) Q( , )k k kL v v v . (14) 

Such condition has been proved in the EM context 
using Jensen’s inequality, and then 

 

1 1 1 1

0

1

( ) ( ) Q( , ) Q( , )

Q( , )

Q( , ) ( )

k k k k k k

k k

k k k

L L

L

   





  


 

v v v v v v

v v

v v v



  (15) 

where the last inequality follows from (13). Consequently, 
the objective criterion monotonically increases, which 
results in the convergence of the algorithm. 

It can be seen that Alg. 2 satisfies all properties of the 
MM maximization methods with L corresponding to J and 
Q corresponding to I. Meanwhile, the convergence condi-
tions (13) and (14) can also be satisfied by (12) and the 
convexity of criterion. Thereby, one can see that Alg. 2 
belongs to the class of EM or MM methods, and monotoni-
cally increases the criterion, which justifies its conver-
gence. 

In practice, Alg. 2 can be implemented in a more 
effective way. Now we define the column vector 

 
2H( ) F( )k kzf v z v z .   (16) 

Then, the expression of gradient direction 
*( , ) /l k lI w v w  given by (10) can be rewritten as 

 * *( , ) / E ( )l k l N l k lI h y       w v w w zf v  (17) 

where H
l ly  w z . More precisely, since the values of 

column vector zf(vk) are constant during the iteration step 
(M0), we can complete the computation of this vector earlier 
in the step (M1), which hence saves considerable execution 
time for the step (M0). 

As is seen from Sec. 3 and Sec. 4, we can insight into 
the close relationship between contrast function and corre-
sponding algorithms. Since the contrast function J(w) is 
remodeled into I(w,v) depending quadratically on w, it is 
no doubt that the algorithms (Alg. 1 and Alg. 2) have the 
potentiality of two-dimensional optimization. However, for 
classical methods such as complex fast independent com-
ponent analysis (FastICA) algorithm [16] and complex 
maximization of non-Gaussianity (CMN) algorithm [15], 
with contrast function of only one variable, the optimiza-
tion algorithms have to be one-dimensional. 

5. Simulation Results and Discussion 

5.1 Validity and Separation Quality 

a) Simulation settings: In these simulations, we mixed 
three complex valued 4QAM sources, which have been 

generated taking values in  / 4 / 4 3 / 4 3 / 4, , ,j j j je e e e      

with equal probability 1/4. The mixing matrix A in data 
model of (1) and the initial extraction vector v0 were cre-
ated randomly. The data length was varied from 100 to 
5000 samples. We compared the proposed algorithms with 
classical algorithms based on negentropy criterion, i.e., 
FastICA with the contrast function 

2H( ) E G( )J     
w w z  and CMN algorithm with the con-

trast function 
2H( ) E G( )J     

w w z . The exponent of 

1.25 used in the nonlinear function y1.25 was chosen in that 
it makes a contrast function grow slower than classical kur-
tosis contrast function, and the latter can be treated as 
a special case of the complex FastICA with the nonlinear 
function y2. This choice provides a more robust perform-
ance, and it has been also proven in [15] that the CMN 
algorithm with 1.25G( )y y  for separating many kinds of 

sub-Gaussian and super-Gaussian sources performs optimal. 
Considering the above reasons, also allowing fair compari-
son, for all the algorithms we chose the same nonlinearity 

1.25G( )y y  (i.e., 0.25F( )y y ). 

The total number of iterations was set to the same 
value 1000. We set 1   for 4QAM signals, the pdf of 
which is “flat” with sub-Gaussian distribution. All the re-
sults presented below result from Monte Carlo Simulations 
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Average MSE Standard Deviation of MSE 
Separation methods 

Number of samples Number of samples 
parameters kmax lmax 100 500 1000 2000 5000 100 500 1000 2000 5000 

CMN 1000 - 3.68E-4 7.14E-5 3.39E-5 1.68E-5 7.38E-6 4.33E-4 9.27E-5 4.01E-5 2.32E-5 9.76E-6 
FastICA 1000 - 3.89E-4 7.41E-5 3.63E-5 1.85E-5 7.61E-6 4.24E-4 9.41E-5 4.72E-5 2.66E-5 9.89E-6 

Alg.1 1000 - 4.14E-4 6.73E-5 3.63E-5 1.73E-5 6.92E-6 4.51E-4 9E-5 4.73E-5 2.21E-5 9.02E-6 
Alg.2 200 5 3.78E-4 6.87E-5 3.45E-5 1.78E-5 6.96E-6 4.32E-4 9.01E-5 4.59E-5 1.93E-5 9.16E-6 
Alg.2 100 10 3.76E-4 6.91E-5 3.58E-5 1.75E-5 6.91E-6 4.39E-4 9.1E-5 4.61E-5 2.24E-5 9E-6 
Alg.2 50 20 3.6E-4 7.22E-5 3.48E-5 1.79E-5 6.84E-6 4.34E-4 9.34E-5 4.62E-5 2.3E-5 9.3E-6 
Alg.2 25 40 3.38E-4 7.06E-5 3.54E-5 1.68E-5 7.16E-6 4.46E-4 9.12E-5 4.69E-5 2.31E-5 9.43E-6 
Alg.2 10 100 3.64E-4 7.21E-5 3.53E-5 1.65E-5 7.09E-6 4.61E-4 9.17E-4 4.77E-5 2.32E-5 9.35E-5 
Alg.2 8 125 4.99E-4 7.25E-5 3.71E-5 1.82E-5 7.5E-6 5.04E-4 1.08E-4 5.18E-5 2.8E-5 1.02E-5 
Alg.2 5 200 3.54E-3 6.15E-4 2.91E-4 1.4E-4 5.49E-5 8.27E-4 1.61E-4 7.81E-5 3.85E-5 1.54E-5 

Tab. 1.  MSE for different separation methods. (Three 4QAM Sources, Random Mixing Matrix. 1000 Monte Carlo Realization). 

 

involving 1000 realizations. At each run, the mixing system, 
the sources and the initial coefficients of the reference sys-
tem have been drawn randomly. 

b) Extraction of one source: Results are shown in 
Tab. 1 where the average and standard deviation values of 
mean square error (MSE) 

 2

1

1
( ) ( )

T

t

MSE y t s t
T 

    (18) 

are adopted as our separation performance measurement, 
where s is the source signal and y is the recovered corre-
sponding signal, both of which are normalized. 

The top row collects the results provided by CMN, 
which maximizes the contrast function by Newton algo-
rithm (or called second-order learning algorithm) [15]. The 
second row corresponds to the complex FastICA algorithm 
which also follows Newton iteration [16]. The third row 
shows the results provided by Alg. 1, which is described in 
detail in Sec. 3. Finally, the successive rows present the 
results given by Alg. 2 with different values of the parame-
ters kmax, lmax. 

From the first three rows of Tab. 1, we can observe 
that FastICA, CMN and Alg. 1 yield similar values of MSE, 
which confirms the validity of Alg. 1. In addition, an 
equally good value of MSE can be obtained by Alg. 2, 
which proves its validity and convergence to a separating 
point. 

c) Extraction of all sources: It has been illustrated that 
reference-based contrasts may be unsatisfying when ex-
tracting all sources [23]. We hence tested here the behavior 
of our optimization algorithms when extracting all sources. 
Among the methods that prevent the outputs from converg-
ing to the same source, we considered the symmetric ortho-
gonalization and the deflation schemes. The symmetric 
orthogonalization consists in the execution of the algorithm 
N times simultaneously and the symmetric decorrelation of 
the extraction vectors [16]. Taking Alg. 2 for example, this 
decorrelation is carried out after each iteration (M0) by 
means of 

   1/2H
l l l l


W W W W   (19) 

where Wl is the extraction matrix at the lth iteration. In 
contrast, the deflation method estimates the sources se-
quentially, which probably has the advantage that conver-
gence performance remains valid, due to the fact that the 
iterations of the extraction algorithm are not affected [36]. In 
this case the deflation method removes each source from the 
data after each estimate, i.e., once the j-1 previous extracted 
sources have been estimated, the observations vector for the 
jth extraction becomes 
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where vq is the extraction vector for the qth extracted 
sources. Then the extraction algorithms are carried on to 
achieve the jth extraction vector and extract the jth source. 
These processes would be executed several times until all 
sources have been extracted. The results are provided in 
Tab. 2 and show that the proposed algorithms behave 
equally well as (or even better than) complex FastICA 
algorithm. 
 

Deflation method Extracted source 
number 1st 2nd 3rd 

Symmetric 
orthogonalization

FastICA 6.57E-6 1.84E-5 3.10E-5 1.83E-5 
Alg. 1 2.98E-6 1.24E-5 3.66E-5 1.86E-5 

Average 
MSE 

Alg. 2 3.02E-6 1.31E-5 3.77E-5 1.80E-5 
FastICA 9.68E-6 2.38E-5 2.61E-5 1.64E-5 
Alg. 1 5.53E-6 1.57E-5 2.52E-5 1.52E-5 

Standard 
Deviation 
of MSE Alg. 2 6.54E-6 1.53E-5 2.49E-5 1.53E-5 

Tab. 2.  Average and Standard Deviation of MSE for extraction 
of three 4QAM sources. (T = 2000 samples, kmax= 50, 
lmax= 20. Number of Monte Carlo runs = 1000) 

d) Experiments on the separation performance in Ad-
ditive White Gaussian Noise (AWGN) channel: We also 
investigated the effect of noise on the extraction perform-
ance when received signals are contaminated with complex 
white Gaussian noise, i.e., ( ) ( ) ( )t t t x As b , where 

 T1 2( ) ( ), ( ), , ( )nt b t b t b tb   is the noise vector. A de-

tailed performance of MSE with respect to signal to noise 
ratios (10 dB, 20 dB, 30 dB, 40 dB, 50 dB) was obtained 
among complex FastICA, Alg. 1 and Alg. 2. Here we im-
plemented the extraction of all sources by symmetric ortho-
gonalization schemes. The results are provided in Tab. 3. 
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Average MSE Standard Deviation of MSE 
Signal to Noise Ratio (dB) Signal to Noise Ratio (dB) Separation Methods 

10 20 30 40 50 10 20 30 40 50 
FastICA 4.99E-5 2.2E-5 2.04E-5 1.85E-5 1.81E-5 3.58E-5 1.92E-5 1.74E-5 1.68E-5 1.55E-5 

Alg.1 4.43E-5 2.38E-5 1.91E-5 1.87E-5 1.85E-5 2.99E-5 2.05E-5 1.7E-5 1.69E-5 1.54E-5 
Alg.2 4.79E-5 2.54E-5 2.01E-5 1.82E-5 1.8E-5 2.99E-5 2.08E-5 1.66E-5 1.65E-5 1.53E-5 

Tab. 3.  Average and Standard Deviation of MSE for extraction of three 4QAM sources in AWGN channel. (T = 2000 samples, kmax= 50, 
lmax= 20. Number of Monte Carlo runs = 1000). 

 
Fig. 2.  Execution time for different separation methods in the case of extracting one source. 

 

From Tab. 3 we can observe that the proposed method 
seems still valid and equally good as complex FastICA, 
even when the signal to noise ratio decreases by 10 dB. 
This demonstrates the robustness of the proposed algo-
rithms. What’s more, as the signal to noise ratio increases, 
these methods perform steadier in terms of standard devia-
tion of MSE. 

5.2 Computational Load Analysis 

It has been observed in the previous subsection that 
our methods yield a separation performance which is as 
good as the one provided by some existing negen-
tropy-based algorithms.  

Here, we checked the computational time for different 
separation methods in the case of extraction of one source. 
The data length was still varied from 100 to 5000 samples, 
and the total number of iterations was set to the same value 
1000. Fig. 2 (left) presents the results for all separation 
methods, which obviously demonstrates that a good choice 
of kmax and lmax for Alg. 2 leads to a significantly lower 
computational time than the others. This is particularly 
appealing for large number of samples, where the execu-
tion time is significantly reduced. The clearer results pro-
vided by Alg. 2 are scaled up in Fig. 2 (right). Taking the 
advantages of reference-based contrasts and “fixed-point” 
iteration, it can be noticed that Alg. 2 leaves a degree of 
freedom through the choice of kmax and lmax, which is fur-
ther investigated next. 

A careful inspection indeed reveals that the most time 
consuming steps in Alg. 2 are: 

(i) the computation of zf(vk) defined in (16), 

(ii) the computation of the gradient of criterion value 
*( , ) /l k lI w v w  given in (17). 

As (16) indicates, the complexity of step (i) is an in-
creasing function of both the number of sample size T and 
the number of sources N. Likewise, step (ii) involves the 
computation from the set of sample data and is in propor-
tion to N. Let β(T, N) and γ(T, N) respectively denote the 
complexity of step (i) and (ii). Now, it can be seen from the 
description of Alg. 2 that step (i) is repeated kmax times 
through the algorithm because the column vector zf(vk) 
changes only after each update (U) step. The overall com-
plexity related to step (i) is thus О(kmaxβ(T, N)). Meanwhile, 
step (ii) are repeated kmaxlmax times through the algorithm, 
which yields a complexity of О(kmaxlmaxγ(T, N)). It follows 
that the order of the complexity of Alg. 2 is: 

 max max max( ( , ) ( , ))O k T N k l T N    (21) 

where β and γ are increasing functions of their parameters. It 
is out of the scope of the paper to specify further β and γ. 

The complexity of Alg. 1 is given by the above results 
with 

max 1l  , that is: 

 '
max( ( ( , ) ( , )))O k T N T N    (22) 

which implies that the overall complexity of Alg. 2 must be 
lower than the one of Alg. 1, due to the fact that these algo-
rithms are equal in total number of iterations, i.e., 
k’max = kmax lmax. Moreover, note that complex FastICA and 
CMN algorithms have a complexity which is of the same 
order of magnitude as Alg. 1. In fact such algorithms per-
form steps whose complexity is roughly described above. It 
demonstrates that the execution time of complex FastICA, 
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CMN and Alg. 1 is in proportion to k’max, whereas the one of 
Alg. 2 is in proportion to kmax. Therefore, it is not difficult 
for us to understand the slope properties of the curves in 
Fig. 2, that is, in general the slope of Alg. 2’s curves de-
clines as the parameter kmax decreases, and it can be much 
smaller than the other three algorithms since kmax < k’max. 

The above analysis confirms the simulation results 
and the fact that the computational load of Alg. 2 increases 
swiftly with the increasing of sample size T for large value 
of kmax, while the opposite for small value of kmax. Finally, 
given the number of samples, the complexity of Alg. 2 is 
almost directly proportional to kmax. The analysis can be 
summed up by a few empirical rules to indicate how kmax 
and lmax should be chosen: 

 for large sample size T (say T > 5000), increasing kmax 
generally ensures a better convergence performance. 

 increasing kmax leads to a considerable computational 
load, especially for large number of samples T. Hence, 
kmax should be as small as possible (say kmax< 25) to 
obtain lower computational load, and meanwhile it is 
possible to increase lmax for adequate separation 
performance. 

 in general, kmax should be great enough (approximately 
kmax > 10) to avoid poor separation quality. 

5.3 Experiments on the Separation of Single 
Sideband (SSB) Signals 

Finally we show the separation validity and efficiency 
of our proposed algorithms for practical single sideband 
(SSB) signals carrying the music information. 

To begin with, three baseband sources with three 
types were utilized: (1) bass; (2) tenor; and (3) jazz music. 
The sources are all with sampling frequency 8 kHz and 
time span 2.5 s. Then all the baseband sources were repre-
sented as equivalent low-pass signals with single sideband 

 ( ) ( ) ( )ls t s t js t     (23) 

where ( )s t  denotes the Hilbert transform of s(t). As we 

know, in wireless communications, the equivalent low-pass 
representation is meaningful in that the signals which are 
single-side band modulated save considerable spectrum and 
power resources comparing to the double-side band signals 
[37]. Furthermore, we assume that the communication 
channel is linear without complicated factors like IQ unbal-
ance, multi-path effect and non-linear distortion. Thus in the 
simulations, the MIMO channel can be characterized by the 
time-invariant mixing matrix A that was created randomly 
in data model of (1). At last, we chose the nonlinearity 

1.25G( )y y , and set 1    for these super-Gaussian 

sources. 

Fig. 3 gives the separation results provided by Alg. 2 
in the waveforms of the real parts of signals, whose imagi-
nary parts need not be redundantly presented here since the 
imaginary parts are the Hilbert transform of the real parts. 
It illustrates that our method seems to have good prospects 
in real-world applications. 

A comparison on the performance of MSE and aver-
age execution time was also made among complex FastICA, 
Alg. 1 and Alg. 2. The experiments were carried out in the 
deflation schemes, and the results are provided in Tab. 4, 
which demonstrate that Alg. 2 behaves best among the 
algorithms for its optimal separation quality and lowest 
computational time. 

 

Deflation method 
Extracted source number 

1st 2nd 3rd 
FastICA 1.54E-6 6.32E-6 6.47E-6 
Alg. 1 9.34E-7 2.30E-6 7.38E-6 Average MSE 
Alg. 2 6.92E-7 1.64E-6 2.46E-6 

FastICA 9.97E-7 1.86E-6 1.81E-6 
Alg. 1 9.77E-7 1.17E-6 8.55E-6 Standard Deviation of MSE
Alg.2 6.56E-7 8.44E-7 5.26E-7 

FastICA 47.5 
Alg. 1 45.8 Average execution time (s) 
Alg. 2 7.2 

Tab. 4.  Comparison among three algorithms for the separation 
of SSB signals. (T = 2×104 samples, kmax = 25, lmax = 40. 
Number of Monte Carlo runs = 200). 

 
Fig. 3.  Separation result of three SSB signals with bass, tenor and jazz music information respectively. (a) Original sources, (b) Observations, 

(c) Extracted sources. 
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6. Conclusion 
In this paper, we have proposed a new method for the 

extraction of complex sources through the maximization of 
“reference-based” negentropy approximations. Moreover, 
our methods perform several optimizations (Alg. 1 and 
Alg. 2) of this “reference-based” contrast. Simulations con-
firm the theoretical analysis of the convergence to a separa-
tion point. Additionally, the method Alg. 2, which intro-
duces the “fixed-point” like iterations in the context of ref-
erence contrasts, allows one to adjust two iteration number 
parameters to improve the performance. Indeed an appro-
priate tuning of the number of iterations significantly 
reduces the computational load and even provides a better 
separation quality than existing methods. Simulations have 
shown that Alg. 2 is particularly striking, as it yields 
an impressive improvement in terms of computational 
speed for large number of samples. However, the channel 
model in this paper is simply represented by instantaneous 
mixtures, such that further research is still needed to 
determine if our method can be extended to more practical 
and complicated scenarios like convolutive mixing case or 
fast time-variant channel. 
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