Generalized Detector as Spectrum Sensor in Cognitive Radio Networks
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Abstract. The implementation of the generalized detector (GD) in cognitive radio (CR) systems allows us to improve the spectrum sensing performance in comparison with employment of the conventional detectors. We analyze the spectrum sensing performance for the uncorrelated and spatially correlated receive antenna array elements. Additionally, we consider a practical case when the noise power at the output of GD linear systems (the preliminary and additional filters) is differed by value. The choice of the optimal GD threshold based on the minimum total error rate criterion is also discussed. Simulation results demonstrate superiority of GD implementation in CR system as spectrum sensor in comparison with the energy detector (ED), weighted ED (WED), maximum-minimum eigenvalue (MME) detector, and generalized likelihood ratio test (GLRT) detector.

Keywords
Cognitive radio (CR), spectrum sensing, generalized detector (GD), energy detector (ED), probability of false alarm

1. Introduction
Cognitive radio (CR) system is considered as a component of wireless network. CR systems promise us to get the efficient spectrum utilization and other advantages, for instance, the cell throughput enhancement [1]. The CR user equipment (UE) can utilize an idle spectrum of the primary user (PU) network (see Fig. 1). Thus, the spectrum sensing is needed to define the idle spectrum. The secondary user (SU) network compiles the frequency holes that are found by spectrum sensing in the licensed band and opportunistically exploits these frequency holes for CR use. The spectrum sensing should assure that the SU does not generate any interference to the PU network. Most of spectrum sensing approaches are based on implementation of the energy detector (ED) [2] and [3], matched filter [4] and [5], and cyclostationary detector [6] and [7]. Complete knowledge about the PU signal is required in the case of the matched filter. The cyclostationary detector can exploit the PU signal features caused by periodicity. The ED does not need any a priori information about the PU signal and can be used for spectrum sensing even in the case when the sensing time is less than 1 ms [1]. On the other hand, the ED is sensitive with respect to the noise power uncertainty and spatial correlation between the antenna array elements that can cause a serious deterioration in the ED performance at the low signal-to-noise ratio (SNR).

Many attempts to improve the ED spectrum sensing performance are made at the present time, for example, the ED with dynamic threshold [8], ED with two-step threshold [9], weighted ED (WED) [10], cooperative spectrum sensing, i.e. sharing the sensing results between some secondary users [11], [12], and so on. Other spectrum sensing techniques are also investigated, for example, the generalized likelihood ratio test (GLRT) detector [13], maximum-minimum eigenvalue (MME) detector [14], and spectrum sensing based on known PU signal pattern using the preamble and midamble [1], the radio identification procedure [15], and the two phase algorithms for spectrum sensing and power/rate control of a SU [16]. Useful information about different spectrum sensing algorithms can be found in [1]. The ED is commonly used as a spectrum sensor owing to low computational cost, simplicity in implementation, and no a priori information about the PU signal is needed. Unfortunately, the ED detection performance degradation is evident under the spatially correlated antenna array elements [10].

In this paper, we address the coarse spectrum sensing problem in the CR systems employing the generalized detector (GD) constructed based on the generalized approach...
to signal processing (GASP) in noise under the uncorrelated (no spatial correlation) and spatially correlated antenna array elements. The GD formulates a test statistics based on definition of the jointly sufficient statistics of the likelihood ratio mean and variance [17–19]. The GD performance in wireless communication and radar sensor systems is discussed in [19–27]. The first attempt to study the GD implementation as a spectrum sensor in CR networks is discussed in [28].

In the present paper, we compare the GD, ED, WED, GLRT detector, and MME detector by spectrum sensing performance. Comparing with [28], we investigate the case of inequality between the noise power at the outputs of GD input linear systems, namely, the preliminary filter (PF) and additional filter (AF). This case is very close to practice. Additionally, the GD optimal detection threshold is defined based on the minimum probability of error criterion under two cases, namely, the noise powers or variances at the output of GD input linear systems (the PF and AF) are the same and different by value. Effect of the coefficient of spatial correlation between the receive antenna array elements on the GD spectrum sensing performance is also investigated.

The rest of the paper is divided into the following sections. The model of spatial correlation between the antenna array elements is discussed in Sec. 2. The GD main structure and the test statistics are presented in Sec. 3. Definition of the GD threshold and probability of false alarm under the independent (uncorrelated) and spatially correlated antenna array elements are delivered in Sec. 4. The optimal detection threshold and probability of false alarm for ED are briefly discussed in Sec. 5. The GD optimal threshold selection is defined in Sec. 6. Simulation results are discussed in Sec. 7. The conclusions are delivered in Sec. 8.

2. CR System Model

The spectrum sensing is performed by the SU in the CR network system with 

\[ Z = [z_1[0],...,z_M[0],...,z_{N-1}[0],...,z_M[N-1]]^T \]  

where \( Z \) is a 1×MN vector received by the SU receive antenna array elements consists of all the observed signals during the sensing time and can be defined using the following form:

\( z_i[k] \) is the discrete-time received signal at the SU input; \( s[k] \) is the discrete-time modulated transmitted signal with the same probability of transmission for all symbols (the PU signal); \( h_i[k] \) is the channel coefficient obeying the circularly symmetric Gaussian distribution with zero mean and variance equal to \( \sigma_i^2 \), i.e. \( h_i[k] \sim CN(0, \sigma_i^2) \); and \( w_i[k] \) is the discrete-time circularly symmetric complex Gaussian noise with zero mean and variance \( \sigma_i^2 \), i.e. \( w_i[k] \sim CN(0, \sigma_i^2) \). The channel parameters are not varied during the sensing time (coarse or fast sensing) and the channel coefficients \( h_i[k] \) are spatially correlated between each other but independent over the time. The modulated signal \( s[k] \), channel coefficients \( h_i[k] \), and AWGN \( w_i[k] \) are independent between each other. The same channel model is widely used in [29–31].

Owing to its simplicity, the exponential matrix model is widely used to describe the spatial correlation between the adjacent antenna array elements [32]. The components of the \( M \times M \) antenna array element correlation matrix \( C \) can be presented in the following form:

\[ C_{ij} = \rho^{\min(i,j)}, \quad i \leq j, \quad i,j = 1,...,M, \]  

where \( \rho \) is the coefficient of spatial correlation between the adjacent antenna array elements (0 \( \leq \rho \leq 1 \), the real values). Applying the results presented in [32], the coefficient of spatial correlation \( \rho \) can be given as

\[ \rho = \exp\{-23\Lambda^2 (d/\lambda)^2\} \]  

where \( \Lambda \) is the angular spread, an important propagation parameter defining a distribution of multipath power of radio waves coming in at the receiver input from a number of azimuthal directions with respect to the horizon; \( \lambda \) is the wavelength; and \( d \) is the distance between two adjacent antenna array elements (antenna array element spacing). The correlation matrix of antenna array elements \( C \) given by (2) is the symmetric Toeplitz matrix [29].

The \( MN \times 1 \) signal vector \( Z \) received by \( M \) receive antenna array elements consists of all the observed signals during the sensing time and can be defined using the following form:

\[ Z = [z_1[0],...,z_M[0],...,z_{N-1}[0],...,z_M[N-1]]^T \]

where \( T \) denotes a transpose. The received signal vector \( Z \) has a complex Gaussian distribution with the covariance matrices \( Cov_0 \) and \( Cov_1 \) under the hypotheses \( H_0 \) and \( H_1 \) respectively. If \( z_i[k] = w_i[k] \), the received signals \( z_i[k] \) are independent. Under the hypothesis \( H_1 \), if \( z_i[k] = h_i[k]s[k] + w_i[k] \), the received signals are spatially correlated. The covariance matrices \( Cov_0 \) and \( Cov_1 \) are determined in [28].

3. GD Flowchart and Decision Statistics

3.1 Main Functioning Principles of GD and Test Statistics

The GD is a linear combination of the correlation detector, which is optimal in the Neyman-Pearson (NP) criterion sense when a priori information about the PU signal parameters is known, and the energy detector, which is optimal in the NP criterion sense if the PU signal parameters have a random character [17], [18]. As was discussed in detail in [18, Chapter 7, p. 685–692], the main function of the GD energy detector (GD ED) is to detect the PU
signal. The main function of the GD correlation detector is to define the detected PU signal parameters and make a decision: the detected signal is the expected and desired PU signal or not. A great difference between the GD ED and conventional ED employed by the classical signal detection theory is a presence of the additional filter (AF) at the GD front-end, i.e. the GD input linear system.

The specific feature of GASP is introduction of additional noise source that does not carry any information about the signal with the purpose to improve a qualitative signal detection performance. This additional noise can be considered as the reference noise without any information about the signal to be detected. The jointly sufficient statistics of the mean and variance of the likelihood function is obtained in the case of GASP implementation, while the classical and modern signal processing theories can deliver only a sufficient statistics of the mean or variance of the likelihood ratio (no the jointly sufficient statistics of the mean and variance of the likelihood function). Thus, the implementation of GASP allows us to obtain more information about the input process or received information signal. Owing to this fact, an implementation of the receivers constructed based on GASP basis allows us to improve the spectrum sensing performance of CR networks in comparison with employment of other conventional receivers.

The GD flowchart is presented in Fig. 2. As we can see from Fig. 2, the GD consists of three channels:

- the GD correlation detector channel – the PF, multipliers 1 and 2, model signal generator (MSG);
- the GD ED channel – the PF, AF, multiplier 3 and 4, summator 1;
- the compensation channel – the summators 2 and 3 and the accumulator.

For description of the GD flowchart we consider the discrete-time processes without loss of any generality. The main purpose of the GD compensation channel is to cancel the GD correlation detector channel noise component $\xi[k]$ and the GD ED channel random component $s[k]$ between each other based on the same nature of the noise $\xi[k]$. Evidently, this cancelation is possible only based on the same nature of the noise $\xi[k]$ satisfying the condition of equality between the signal model $s[k]$ and incoming signal $s[k]$ over the whole range of parameters, i.e.

$$s[k] = s[k]$$  (5)

that is the GD main functioning condition. To satisfy (5), we are able to define the incoming signal parameters. Naturally, in practice, the signal parameters are random. The condition (5) is important for complete compensation in the statistical sense between the noise component of the GD correlation detector channel $2\xi[k]$ and noise $\xi[k]$, and the random component of the GD ED channel $2s[k]$ caused by interaction between the signal $s[k]$ and noise $\xi[k]$ [17] and [18, Chapter 3]. The complete matching between the model signal $s[k]$ and the incoming signal $s[k]$, especially by amplitude, is a very hard problem in practice and only in the ideal case the complete matching is possible. How the GR detection performance can be deteriorated under mismatching between the model signal $s[k]$ and the incoming signal $s[k]$ is discussed in [33]. How we can satisfy (5) in practice is discussed in detail in [17] and [18, Chapter 7, p. 631–695] when there is no a priori information about the signal $s[k]$.

The practical implementation of the GD decision statistics requires an estimation of the noise variance $\sigma_\xi^2$ using the reference noise $\eta[k]$ at the AF output. The AF is the reference noise source. The PF bandwidth is matched with the bandwidth of the information signal $s[k]$ to be detected. The threshold apparatus (THRA) device defines the GD threshold.

The PF and AF can be considered as the bandpass filters with the impulse responses $h_{PF}[m]$ and $h_{AF}[m]$, respectively. For simplicity of analysis, we assume that these
filters have the same amplitude-frequency characteristics or impulse responses by shape. Moreover, the AF central frequency is detuned with respect to the PF central frequency on such a value that the information signal cannot pass through the AF. If a value of detuning between the AF and PF central frequencies is more than 4 or 5Δf_p, where Δf_p is the signal bandwidth, the processes at the AF and PF outputs can be considered as the uncorrelated and independent processes and, in practice, under this condition, the coefficient of correlation between the PF and AF output processes is not more than 0.05 that was confirmed experimentally in [34], [35].

If the noise w[k] at the PF and AF inputs is Gaussian, the noise at the PF and AF outputs is Gaussian, too, because the PF and AF are the linear systems that do not change the statistical parameters of the input process. A detailed discussion of the AF and PF can be found in [36]. The noise at the PF and AF outputs can be presented in the following form:

\[
w_{PF}[k] = \xi[k] = \sum_{m=-\infty}^{\infty} h_{PF}[m] w[k-m],
\]

\[
w_{AF}[k] = \eta[k] = \sum_{m=-\infty}^{\infty} h_{AF}[m] w[k-m].
\]

Under the hypothesis H1, the signal at the PF output can be defined as \( x_i[k] = s_i[k] + \zeta_i[k] \) (see Fig. 2), where \( \zeta_i[k] \) is the observed noise at the PF output and \( s_i[k] \) is the channel coefficient. Under the hypothesis H0 and for all \( i \) and \( k \), the process \( x_i[k] = \zeta_i[k] \) at the PF output is subjected to the complex Gaussian distribution and can be considered as the independent and identically distributed (i.i.d.) process. The process at the AF output is the reference noise \( \eta_i[k] \) with the same statistical parameters as the noise \( \zeta_i[k] \) in the ideal case. In practice, the statistical parameters of the noise \( \zeta_i[k] \) and \( \eta_i[k] \) can be differed.

The decision statistics at the GD output presented in [17], [18] is extended to the case of antenna array employment and can be presented in the following form:

\[
T_{GD}(X) = \sum_{i=0}^{N-1} \sum_{k=0}^{M} x_i[k] y_{mod}[k] - \sum_{k=0}^{M} x_i^2[k] + \sum_{k=0}^{M} \eta_i^2[k] \geq THR_{GD} ,
\]

where \( X = [x[0],...,x[N-1]] \) is the vector of PF output random process; \( THR_{GD} \) is the detection threshold of GD. We can rewrite (8) using the vector form:

\[
T_{GD}(X) = 2S_{mod} X - X^2 + \eta^2 \geq THR_{GD} ,
\]

\[
X = [x(0),...,x(N-1)]
\]

is the \( M \times 1 \) vector of the random process at the PF output with elements defined as

\[
x[k] = [x_1[k],...,x_M[k]]^T ;
\]

\[
S_{mod} = [s_{mod}(0),...,s_{mod}(N-1)]
\]

is the \( M \times 1 \) vector of the process at the MSG output with the elements defined as

\[
s_{mod}[k] = [s_{mod}[k],...,s_{mod}[M][k]]^T ;
\]

\[
\eta = [\eta(0),...,\eta(N-1)]
\]

is the \( M \times 1 \) vector of the random process at the AF output with the elements defined as

\[
\eta[k] = [\eta_1[k],...,\eta_M[k]]^T
\]

and \( THR_{GD} \) is the GD detection threshold.

According to GASP and GD structure shown in Fig. 2, the GD test statistics takes the following form under the hypotheses \( H_1 \) and \( H_0 \), respectively:

\[
T_{GD}(X) = \sum_{i=0}^{N-1} \sum_{k=0}^{M} x_i^2[k] + \sum_{k=0}^{M} \eta_i^2[k] - \sum_{k=0}^{M} \xi_i^2[k] \Rightarrow H_1 ,
\]

\[
\sum_{k=0}^{M} \eta_i^2[k] - \sum_{k=0}^{M} \xi_i^2[k] \Rightarrow H_0 .
\]

The term \( \sum_{k=0}^{M} \xi_i^2[k] \) is the average signal energy and the term \( \sum_{k=0}^{M} \sum_{i=0}^{N-1} \eta_i^2[k] - \sum_{i=0}^{N-1} \sum_{k=0}^{M} \xi_i^2[k] \) presents the background noise at the GD output that is a difference between the noise power at the PF and AF outputs.

### 3.2 Moment Generation Function of the GD Partial Test Statistics \( T_{GR}(X_k) \)

To analyze the GD performance as a spectrum sensor, there is a need to define the moment generating function (MGF) of the partial test statistics \( T_{GR}(X_k) \)

\[
T_{GR}(X_k) = \sum_{i=1}^{M} x_i^2[k] + \sum_{i=1}^{M} \eta_i^2[k] - \sum_{i=1}^{M} \xi_i^2[k]
\]

under the main GD functioning condition (5) and the hypothesis \( H_1 \). We say that the random variable \( x \) has a chi-square distribution with \( \nu \) degree of freedom if its probability density function (pdf) is determined as

\[
p(x) = c x^{\nu-1} \exp(-0.5x)
\]

where \( c \) is a constant given by [37]

\[
c = \frac{1}{2^{\nu/2} \Gamma(0.5\nu)}
\]

\( \Gamma(\cdot) \) is the gamma function. The MGF general form for the chi-square distributed random variable \( x \) is given by

\[
M_{GR}(X_k) = \frac{1}{\sqrt{2\pi\nu}} e^{-0.5x^2/\nu} (1 + \nu x^2/\nu)^{-\nu/2}
\]
\[ M_{z_i}(l) = E[\exp(lz_i)] = \int_{-\infty}^{\infty} \exp(lz_i)p(z_i)dz_i \] \tag{21}

\[ = \int_{0}^{\infty} \exp(lz_i) \exp(-0.5z_i)dz_i. \]

At \( n = 1 \), the constant can be presented given by

\[ c = \frac{1}{2^{0.5} \Gamma(0.5\nu)} = \frac{1}{\sqrt{2\pi}}. \tag{22} \]

Assume that \( z_{i_1}[k] = \xi_1^2[k] \) and \( z_{i_2}[k] = \eta_1^2[k] \). The pdfs for the random variables \( z_{i_1} \) and \( z_{i_2} \) are defined by the chi-square \( \chi^2 \) distribution law with one degree of freedom [18]:

\[ p(z_{i_1}) = \frac{1}{\sqrt{2\pi z_{i_1}}} \exp\left\{ -\frac{z_{i_1}}{2\sigma_w^2} \right\}, \quad z_{i_1} > 0 \tag{23} \]

\[ p(z_{i_2}) = \frac{1}{\sqrt{2\pi z_{i_2}}} \exp\left\{ -\frac{z_{i_2}}{2\sigma_w^2} \right\}, \quad z_{i_2} > 0 \tag{24} \]

Introduce a new random variable \( z_i = z_{i_1} - z_{i_2} \). MGF of the random variable \( z_i \) is given using the following formula:

\[ M_{z_i}(l) = E[\exp(lz_i)] = E[\exp(l(z_{i_1} - z_{i_2}))] \]

\[ = E[\exp(lz_{i_1})]E[\exp(-lz_{i_2})] = E[\exp(lz_{i_1})]E[\exp(-lz_{i_2})] \tag{25} \]

\[ = M_{z_{i_1}}(l)M_{z_{i_2}}(-l). \]

MGF of the random variable \( z_{i_1} \) is defined in the following form:

\[ M_{z_{i_1}}(l) = \frac{1}{\sqrt{2\pi} \sigma_w} \int_{0}^{\infty} \exp(lz_{i_1})z_{i_1}^{-0.5} \exp\left\{ -\frac{z_{i_1}}{2\sigma_w^2} \right\} dz_{i_1} \]

\[ = \frac{1}{\sqrt{2\pi} \sigma_w} \int_{0}^{\infty} \exp\left\{ -\left( \frac{1}{2\sigma_w^2} \right) l z_{i_1} \right\} dz_{i_1}. \] \tag{26}

Introducing the variable \( g_i = (0.5\sigma_w^{-2} - l)z_{i_1} \), we obtain

\[ M_{z_{i_1}}(l) = \frac{2\sigma_w^2}{\sqrt{2\pi} \sigma_w} \int_{0}^{\infty} \exp\left\{ -\left( \frac{1}{2\sigma_w^2} \right) l z_{i_1} \right\} dz_{i_1} \]

\[ = \frac{1}{\sqrt{2\pi} \sigma_w} \left[ 2\sigma_w^2(1 - 2\sigma_w^{-2} l^{-1})^{-0.5} \right] \int_{0}^{\infty} \exp(-g_i)(1 - 2\sigma_w^{-2} l^{-1})^{-0.5} dg_i \]

\[ = \frac{1}{\sqrt{2\pi} \sigma_w} \left[ 2\sigma_w^2(1 - 2\sigma_w^{-2} l^{-1})^{-1} \right] \int_{0}^{\infty} \exp(-g_i)dg_i \]

\[ = [\pi(1 - 2\sigma_w^{-2} l^{-1})]^{-0.5} \int_{0}^{\infty} \exp(-g_i)dg_i. \] \tag{27}

Based on definition of the gamma function [38]

\[ \Gamma(x) = \int_{0}^{\infty} t^{x-1} \exp(-t)dt, \tag{28} \]

we obtain that

\[ \int_{0}^{\infty} g_i^{-0.5} \exp(-g_i)dg_i = \Gamma(0.5) = \sqrt{\pi}. \] \tag{29}

Finally, the MGF of the random variable \( z_{i_1} \) is defined as

\[ M_{z_{i_1}}(l) = \frac{\sqrt{\pi}}{\sqrt{1 - 2\sigma_w^2 l^{-1}}}. \] \tag{30}

The mean and variance of the random variables \( z_{i_1} \) can be determined in the following form:

\[ E[z_{i_1}] = \frac{\partial M_{z_{i_1}}(l)}{\partial l} \bigg|_{l=0} = \sigma_w^2, \tag{31} \]

\[ \text{Var}[z_{i_1}] = E[z_{i_1}^2] - (E[z_{i_1}])^2 = \frac{\partial^2 M_{z_{i_1}}(l)}{\partial l^2} \bigg|_{l=0} - E[z_{i_1}]^2 \]

\[ = 3\sigma_w^4 - \sigma_w^4 = 2\sigma_w^4. \tag{32} \]

By analogous way, we can find that the MGF of the random variable \( z_{i_2} \) takes the following form:

\[ M_{z_{i_2}}(-l) = \frac{1}{\sqrt{1 + 2\sigma_w^2 l}}. \tag{33} \]

Since \( \{s_i[k]\}_{i=1}^{M} \) are spatially correlated for \( i \)-th antenna array elements, according to [36] the MGF of \( \sum_{i=1}^{M} s_i^2[k] \) is defined as

\[ M_{\sum_{i=1}^{M} s_i^2[k]}(l) = \prod_{i=1}^{M} (1 - E[s_i^2 \beta_i]^{-1})^{-1} \tag{34} \]

where \( \beta_i \) is the eigenvalue of the \( i \)-th spatial channel of the correlation matrix \( C \) given by (2). Based on (18), (21), and (22) the MGF of the GD partial decision statistics \( T_{gd}(X_k) \) is determined in the following form:

\[ M_{T_{gd}(X_k)}(l) = \prod_{i=1}^{M} [1 - E(s_i^2 \beta_i)]^{-1} \prod_{i=1}^{M} M_{z_{i_1}}(l) M_{z_{i_2}}(-l) \]

\[ = \prod_{i=1}^{M} [1 - E(s_i^2 \beta_i)]^{-1} \prod_{i=1}^{M} (1 - 2\sigma_w^2 l^{-1})^{-0.5} \prod_{i=1}^{M} (1 + 2\sigma_w^2 l^{-1})^{-0.5} \]

\[ = \prod_{i=1}^{M} [1 - E(s_i^2 \beta_i)]^{-1} (1 - 2\sigma_w^2 l^{-1})^{-0.5M} (1 + 2\sigma_w^2 l^{-1})^{-0.5M}. \tag{35} \]

\[ = (1 - 4\sigma_w^4 l^{-2})^{-0.5M} \prod_{i=1}^{M} [1 - E(s_i^2 \beta_i)]^{-1}. \]

4. GD Spectrum Sensing

4.1 Spatially Correlated Antenna Array Elements

The GD defines the total received PU signal energy
during the sensing time and compares it with the detection threshold \( \text{THR}_{GD} \) to make a decision about the PU signal presence or absence at the SU input. Under the hypothesis \( H_0 \) according to the initial conditions, the mean and variance of the test statistics \( T_{GD}(X) \) at the GD output are given by [18, Chapter 3]:

\[
\begin{align*}
\mu_{H_0}^{GD} &= E\left[T_{GD}(X) \mid H_0 \right] = 0 , \\
\text{Var}_{H_0}^{GD} &= \text{Var}\left[T_{GD}(X) \mid H_0 \right] = 4NM\sigma_w^4 ,
\end{align*}
\]

where \( N \) is the number of samples and \( M \) is the number of antenna array elements.

Applying the central limit theorem, the GD test statistics under the hypothesis \( H_0 \) can be approximated by the normal Gaussian distribution as \( N \to \infty \):

\[
H_0 \Rightarrow T_{GD}(X) \sim N \left(0, 4NM\sigma_w^4\right) .
\]

Based on (35), the mean and the variance of the test statistics \( T_{GD}(X) \) under the hypothesis \( H_1 \) take the following form, respectively:

\[
\begin{align*}
\mu_{H_1}^{GD} &= E\left[T_{GD}(X_i) \mid H_1 \right] = NME_i\sigma_n^2 , \\
\text{Var}_{H_1}^{GD} &= \text{Var}\left[T_{GD}(X_i) \mid H_1 \right] = N\sum_{i=1}^M E_i^2\sigma_n^4\beta_i^2 + 4M\sigma_w^4 .
\end{align*}
\]

As \( N \to \infty \), applying the central limit theorem, the pdf of the GD test statistics \( T_{GD}(X) \) under the hypothesis \( H_1 \) takes the following form:

\[
H_1 \Rightarrow T_{GD}(X) \sim N \left(\text{NME}_i\sigma_n^2, N\sum_{i=1}^M E_i^2\sigma_n^4\beta_i^2 + 4M\sigma_w^4\right) .
\]

Thus, as \( N \to \infty \), based on the central limit theorem, we can apply the approximation by the normal Gaussian pdf for the GD test statistics to define the probability of false alarm \( P_{FA}^{GD} \) and the probability of detection \( P_{D}^{GD} \). In [18] and [36], the probability of false alarm \( P_{FA}^{GD} \) and the probability of miss \( P_{miss}^{GD} \) are defined in the following form:

\[
\begin{align*}
P_{FA}^{GD} &= P\left(T_{GD}(X) \geq \text{THR}_{GD} \mid H_0 \right) = 1 - \Phi\left(\frac{\text{THR}_{GD} - \mu_{H_0}^{GD}}{\sqrt{\text{Var}_{H_0}^{GD}}}\right) , \\
P_{miss}^{GD} &= P\left(T_{GD}(X) < \text{THR}_{GD} \mid H_1 \right) = \Phi\left(\frac{\text{THR}_{GD} - \mu_{H_1}^{GD}}{\sqrt{\text{Var}_{H_1}^{GD}}}\right) ,
\end{align*}
\]

where [38]

\[
\Phi(x) = \frac{1}{2} + \frac{1}{2}\text{erf}\left(\frac{x}{\sqrt{2}}\right)
\]

is the integral of probability and

\[
\text{erf}(x) = \int_0^x \exp(-t^2)dt
\]

is the error function; \( \mu_{H_0}^{GD} \) is the mean of the test statistics \( T_{GD}(X) \) under the hypothesis \( H_0 \); \( \text{Var}_{H_0}^{GD} \) is the variance of the test statistics \( T_{GD}(X) \) under the hypothesis \( H_0 \); \( \mu_{H_1}^{GD} \) is the mean of the test statistics \( T_{GD}(X) \) under the hypothesis \( H_1 \); and \( \text{Var}_{H_1}^{GD} \) is the variance of the test statistics \( T_{GD}(X) \) under the hypothesis \( H_1 \). Alternatively, the probability of false alarm \( P_{FA}^{GD} \) and the probability of detection \( P_{D}^{GD} \) can be defined as:

\[
\begin{align*}
P_{FA}^{GD} &= P\left(T_{GD}(X) \geq \text{THR}_{GD} \mid H_0 \right) = Q\left(\frac{\text{THR}_{GD} - \mu_{H_0}^{GD}}{\sqrt{\text{Var}_{H_0}^{GD}}}\right) , \\
P_{D}^{GD} &= P\left(T_{GD}(X) > \text{THR}_{GD} \mid H_1 \right) = Q\left(\frac{\text{THR}_{GD} - \mu_{H_1}^{GD}}{\sqrt{\text{Var}_{H_1}^{GD}}}\right) ,
\end{align*}
\]

where

\[
P_{D}^{GD} = 1 - P_{miss}^{GD}
\]

and \( Q(x) \) is the Gaussian \( Q \)-function given by

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp\left(-0.5t^2\right)dt = \frac{1}{2} - \frac{1}{2}\text{erf}\left(\frac{x}{\sqrt{2}}\right) .
\]

To avoid a generation of interference for PU, it is important to define a lower bound for the probability of detection \( P_D \). In this case, the sensing performance is evaluated according to the probability of false alarm \( P_{FA} \) while maintaining the predetermined lower bound of the probability of detection \( P_D \). For this purpose, there is a need to define the GD threshold \( \text{THR}_{GD} \) as a function of the probability of detection \( P_D \) applying the required lower bound, i.e. \( P_{D}^{GD} \geq \alpha \), where \( \alpha \) is the constraint.

In practice, the noise variance can be estimated by the noise power estimator (NPE, see Fig. 2) using the reference noise at the AF output. Based on (46), the GD threshold \( \text{THR}_{GD} \) can be determined at the probability of detection constraint in the following form:

\[
\text{THR}_{GD} = \mu_{H_1}^{GD} + \sqrt{\text{Var}_{H_1}^{GD}}Q^{-1}(\alpha) .
\]

As follows from (38)–(40), the GD threshold \( \text{THR}_{GD} \) given by (49) can be rewritten in the following form:

\[
\text{THR}_{GD} = \text{NME}_i\sigma_n^2 + Q^{-1}(\alpha)\left[\sum_{i=1}^M E_i^2\sigma_n^4\beta_i^2 + 4M\sigma_w^4\right] .
\]

Defining the SNR at the SU input as

\[
\gamma = \frac{E_i^2\sigma_n^2}{\sigma_w^2}
\]

we can rewrite (50) as

\[
\text{THR}_{GD} = \text{NME}_i\sigma_n^2 + Q^{-1}(\alpha)\left[\sum_{i=1}^M \gamma_i^2\sigma_n^4\beta_i^2 + 4M\sigma_w^4\right] .
\]
Based on (45), taking into consideration the probability of detection constraint, we can find that the probability of false alarm \( P_{FA}^{GD, cor} \) under the spatially correlated antenna array elements takes the following form:

\[
P_{FA}^{GD, cor} = Q \left\{ \frac{1}{\sqrt{4NM\sigma_w^2}} \left[ NME_w^2 + \frac{Q}{\alpha} (\alpha) \right] \right\} + \frac{1}{\sqrt{M}} \left[ \sum_{i=1}^{M} \gamma^2 \beta_i^2 + 4M \sigma_w^2 \right].
\]

(53)

Using (51), we can represent the probability of false alarm \( P_{FA}^{GD, cor} \) in the following form:

\[
P_{FA}^{GD, cor} = Q \left\{ \frac{1}{2} \left[ \gamma \sqrt{NM} + \frac{1}{Q(\alpha)} \left[ \frac{1}{M} \left( \sum_{i=1}^{M} \gamma^2 \beta_i^2 + 4M \right) \right] \right] \right\}.
\]

(54)

4.2 Uncorrelated Antenna Array Elements

In general, the antenna array elements can be considered as independent or uncorrelated (\( \rho = 0 \)) when the ratio \( d / \lambda \) is high by value and the angular spread \( \Lambda \) tends to approach \( \pi \). Under this condition, the correlation matrix \( C \) given by (2) becomes the \( M \times M \) identity matrix, i.e. \( I \). In this case, taking into consideration the probability of detection constraint, the probability of false alarm for independent or uncorrelated antenna array elements \( P_{FA}^{uncor} \) can be defined based on the probability of false alarm for the spatially correlated antenna array elements \( P_{FA}^{cor} \) as given by [29] and [30]:

\[
P_{FA}^{uncor} = \lim_{\rho \to 0} P_{FA}^{cor}.
\]

(55)

Based on (54) and (55), taking into consideration the probability of detection constraint, the probability of false alarm \( P_{FA}^{GD, uncor} \) under independent or uncorrelated antenna array elements can be determined as

\[
P_{FA}^{GD, uncor} = \lim_{\rho \to 0} P_{FA}^{GD, cor} = Q \left\{ \frac{1}{2} \left[ Q^{-1}(\alpha) \sqrt{\gamma^2 + 4} + \gamma \sqrt{NM} \right] \right\}.
\]

(56)

For any values of \( N, M \), and \( \gamma \) we can see that:

\[
Q^{-1}(P_{FA}^{GD, uncor}) - Q^{-1}(P_{FA}^{GD, cor}) = \frac{1}{2} Q^{-1}(\alpha) \left[ \sqrt{\gamma^2 + 4} - \frac{1}{M} \left( \sum_{i=1}^{M} \gamma^2 \beta_i^2 + 4M \right) \right] \geq 0,
\]

(57)

since \( Q(x) \) is the monotonically decreasing function of \( x \) and \( Q^{-1}(\alpha) \) is the negative value. Thus, (57) is the lower bound of the probability of false alarm \( P_{FA}^{GD, cor} \) for GD.

4.3 Unequal Power at the PF and AF Outputs

Before, we made assumption that the power or variance \( \sigma^2 \) of the noise \( \xi[k] \) at the PF output is equal to the power or variance \( \sigma^2 \) of the reference noise \( \eta[k] \) at the AF output, i.e., \( \sigma^2 = \sigma^2 = \sigma^2 \). Based on this assumption, we could define the noise power estimation using only the noise sample \( \eta[k] \) at the AF output with the purpose to define the variance of the background noise

\[
\sum_{i=0}^{N-1} \sum_{i=0}^{M} \eta_i[k] - \sum_{i=0}^{N} \sum_{i=0}^{M} \xi_i[k] \text{ at the GD output given by (see (36))}
\]

\[
\text{Var} \left[ \sum_{i=0}^{N-1} \sum_{i=0}^{M} \eta_i[k] - \sum_{i=0}^{N} \sum_{i=0}^{M} \xi_i[k] \right] = 4NM\sigma_w^2.
\]

(58)

Naturally, in practice (see subsection 3.1), the equality between the variances of the noise \( \xi[k] \) and \( \eta[k] \) is impossible, i.e., \( \sigma^2 \neq \sigma^2 \), owing to many reasons, for example, the instability of PF and AF parameters, nonuniform environment, nonhomogeneous noise, etc. By this reason, there is a need to consider the condition closed to practice when \( \sigma^2 \neq \sigma^2 \). Assume that

\[
\begin{align*}
\sigma^2 &= \sigma_w^2; \\
\sigma^2 &= \mu \sigma^2 = \mu \sigma^2,
\end{align*}
\]

(59)

where \( \mu \) is a factor of proportionality. Thus, the variance of the GD background noise can be presented using the following form:

\[
\text{Var} \left[ \sum_{i=0}^{N-1} \sum_{i=0}^{M} \eta_i[k] - \sum_{i=0}^{N} \sum_{i=0}^{M} \xi_i[k] \right] = 2NM\sigma_w^2(1 + \mu^2).
\]

(60)

The mean \( m_{GD}^{H_0} \) and variance \( \text{Var}_{H_0}^{GD} \) of the test statistics \( T_{GD}(X) \) under the hypothesis \( H_0 \) are determined as:

\[
\begin{align*}
m_{GD}^{H_0} &= E[T_{GD}(X)]|H_0] = 0, \\
\text{Var}_{H_0}^{GD} &= \text{Var}[T_{GD}(X)|H_0] = 2NM\sigma_w^2(1 + \mu^2).
\end{align*}
\]

(61)

Under the hypothesis \( H_1 \), the mean \( m_{GD}^{H_1} \) and variance \( \text{Var}_{H_1}^{GD} \) of GD test statistics \( T_{GD}(X) \) take the following form:

\[
\begin{align*}
m_{GD}^{H_1} &= E[T_{GD}(X)|H_1] = NME_w^2, \\
\text{Var}_{H_1}^{GD} &= \text{Var}[T_{GD}(X)|H_1] = NM \left[ E_w^2 \sigma_n^2 + 2\sigma_w^2(1 + \mu^2) \right].
\end{align*}
\]

(62)

Based on (62), we can define the GD threshold in the following form:

\[
\text{THR}_{GD} = m_{GD}^{H_1} + \sqrt{\text{Var}_{H_1}^{GD}} Q^{-1}(\alpha)
\]

\[
= \sqrt{NM\sigma_w^2} \left[ \gamma \sqrt{NM} + Q^{-1}(\alpha) \sqrt{\gamma^2 + 2(1 + \mu^2)} \right].
\]

(63)

The general form of the GD probability of false alarm is determined as
where \( \mathbf{L}[k] \) is the linear transformation of observed data \( z[k] \) given by \( \mathbf{L}[k] = \mathbf{v}_i^H z[k] \) with the \( \mathbf{v}_i \) eigenvector of the correlation matrix \( \mathbf{C} \) given by (2). The transformed signal component \( L_i[k] \) corresponding to the large eigenvalue \( \beta_i \) is weighted more heavily [10]. When the antenna array elements are uncorrelated, all the eigenvalues \( \beta_i \) will be the same and the WED may be considered as the ED.

### 5. ED as a Spectrum Sensor

Under the initial conditions discussed in Sec. 2, the energy of the received PU signal is combined with the uncorrelated antenna array elements case, the ED statistics at the ED output can be defined as 

\[
T_{ED}^\text{norm}(\mathbf{z}) = \sum_{k=1}^{M-1} \sum_{i=1}^{M} |z_i[k]|^2 .
\]

Under spatially correlated antenna array elements, the ED probability of false alarm \( P_{FA}^{ED} \) can be written as [31]:

\[
P_{FA}^{ED} = Q\left( \frac{1}{\sqrt{2\beta_i+1}} + \gamma \sqrt{\text{NM}} \right) .
\]

For the uncorrelated antenna array elements case, the ED probability of false alarm \( P_{FA}^{ED} \) takes the form [29]:

\[
P_{FA}^{ED} = \lim_{\rho \to 0} P_{FA}^{ED} = Q\left( \frac{1}{\sqrt{2\beta_i+1}} + \gamma \sqrt{\text{NM}} \right) .
\]

In the case of correlated antenna array elements, the implementation of the WED proposed in [10] allows us to improve the detection performance in comparison with the ED and other detectors constructed based on eigenvalues of the correlation matrix \( \mathbf{C} \) such as the MME and GLRT detectors. If the noise variance \( \sigma_w^2 \) is known, applying the Neyman-Pearson theorem [3], the likelihood ratio test is defined as

\[
L(\mathbf{z}) = \frac{p(\mathbf{z}|H_1, \sigma_w^2)}{p(\mathbf{z}|H_0, \sigma_w^2)} ,
\]

where \( p(\mathbf{z}|H_1, \sigma_w^2) \) and \( p(\mathbf{z}|H_0, \sigma_w^2) \) are the likelihood functions under the hypothesis \( H_1 \) and \( H_0 \), respectively. WED decision statistic is determined in the following form [10]:

\[
T_{WED}(\mathbf{z}) = \ln L(\mathbf{z}) = \sum_{k=0}^{M-1} \sum_{i=1}^{M} \frac{\gamma_{i}^2}{\beta_i + 1} Z_{i}^2[k] \leq \rho_0 THR_{ED} .
\]

where \( \rho_0 \) and \( \rho_1 \) are the a priori probabilities of the PU signal absence and presence, respectively. For simplicity of analysis, we assume that these a priori probabilities are known and equal between each other \( \rho_0 = \rho_1 = 0.5 \). In the GD case, it is possible to minimize the probability of error \( P_e \) by appropriate choice of the GD detection threshold \( \text{THR}_{GD} \). Thus, the optimal GD detection threshold \( \text{THR}_{GD}^{opt} \) can be defined as

\[
\text{THR}_{GD}^{opt} = \arg \min_{\text{THR}_{GD}} P_e (\text{THR}_{GD}) .
\]

As follows from Appendix (see (96)), the optimal GD threshold is defined in a very simple form:

\[
\text{THR}_{GD}^{opt} = 2NM \sigma_w^2 .
\]

Thus, the normalized optimal GD threshold

\[
\text{THR}_{GD}^{opt} = \frac{\text{THR}_{GD}^{opt}}{\sigma_w^2} = 2 \sigma_w^2 .
\]

is only a function of the noise variance at the GD input. The optimal ED threshold is defined in [42] as

\[
\text{THR}_{ED}^{opt} = \sigma_w^2 .
\]
6.2 The case \( \sigma_w^2 \neq \sigma_n^2 \)

The GD optimal threshold \( THR_{GD}^{op} \) if the noise power at the PF and AF outputs are differed by the factor of proportionality \( \mu \) is given by (see Appendix, (95)):

\[
THR_{GD}^{op} = N M \sigma_w^2 \sqrt{2(1+\mu^2)}.
\] (76)

The normalized optimal GD threshold is determined in the following form:

\[
THR_{GD}^{op} = \frac{N M \sigma_w^2}{\sigma_n^2} = \frac{\sigma_n^2}{\sigma_w^2} \sqrt{2(1+\mu^2)}.
\] (77)

In this analysis we consider the additive white Gaussian noise (AWGN) channel. The same analysis steps can be applied to other kind of fading channels such as the Nakagami-\( m \) fading channel and Rayleigh fading channel.

7. Simulation Results

Comparison between the GD spectrum sensing performance under the spatially correlated antenna array elements with other detectors, namely, ED, WED, MME detector, and GLRT detector is carried out using MATLAB following the standard simulation environment and parameters (IEEE 802.22). We assume that the GD input noise power or variance \( \sigma_n^2 \) is known. We use the same main simulation parameters as in [29], where the angular spread \( \Lambda = 0.5^\circ \) in the case of spatially correlated antenna array elements with \( d = \lambda/8 \) and \( \Lambda = 180^\circ \) for independent or uncorrelated antenna array elements with \( d = \lambda/2 \), where \( d \) is the distance between two adjacent antenna array elements (antenna array element spacing) and \( \lambda \) is the wavelength; the channel parameter \( \sigma_h^2 = 1 \); and the probability of detection constraint \( \alpha = 0.99 \).

The ED and GD performances are compared in Fig. 3 under the independent (uncorrelated) and spatially correlated antenna array elements with the coefficient of correlation \( \rho \) equal to 1 and 0.75; \( M = 6 \) and \( N = 20 \). The GD demonstrates the better spectrum sensing performance in comparison with the ED for all cases. For example, under the spatially correlated antenna array elements at the coefficient of correlation \( \rho = 1 \) and the probability of false alarm \( P_{fa} = 0.5 \), the SNR gain in favor of GD is approximately equal to 2.5 dB in comparison with the ED. When the antenna array elements are independent (uncorrelated), the SNR gain is about 3 dB in favor of GD comparing with the ED at the probability of false alarm \( P_{fa} = 0.5 \). In general, as we can see from Fig. 3, the probability of false alarm \( P_{fa} \) for the spatially correlated antenna array elements both for the ED and GD is high in comparison with the case when the antenna array elements are independent (uncorrelated) and the probability of false alarm \( P_{fa} \) increases with increase in the coefficient of correlation \( \rho \).

The curves characterizing the probability of miss as a function of the probability of false alarm, the complementary receiver operating characteristic (ROC) for the GD and ED are presented in Fig. 4 if the antenna array elements are both uncorrelated and spatially correlated at \( M = 6, N = 20, SNR = –5 \) dB (Fig. 4a), and \( SNR = –10 \) dB (Fig. 4b). The GD demonstrates superiority in sensing performance in comparison with the ED. For example, in the case of uncorrelated antenna array elements at the probability of false alarm \( P_{fa} = 10^{-2} \) and \( SNR = –5 \) dB (Fig. 4a), in the case of ED, the probability of miss \( P_{ED,m} \) is approximately equal to 0.18, while in the case of GD, the probability of miss \( P_{GD,m} \) is equal to 0.05. Under the spatially correlated antenna array elements with the coefficient of correlation \( \rho \) equal to 1, \( SNR = –5 \) dB (Fig. 4a), and the probability of false alarm \( P_{fa} \) equal to \( 10^{-2} \), the probability of miss \( P_{ED,m} \) is equal to 0.28, and the probability of miss \( P_{GD,m} \) is approximately equal to 0.11.

![Fig. 3.](image) Comparison of spectrum sensing performance between the ED and GD.

![Fig. 4.](image) Complementary ROC for ED and GD: a) \( SNR = –5 \) dB and b) \( SNR = –10 \) dB.
The composite hypothesis testing with the GLRT is used when there is an uncertainty with respect to one or more parameters in the likelihood functions, for instance, when the noise variance $\sigma_w^2$ or/and the received PU signal covariance matrix $R_z$ are unknown. In this case, we should obtain the maximum likelihood estimate (MLE) of the unknown parameter under the hypotheses $H_0$ and $H_1$:

$$\hat{\sigma}_w^2 = \arg \max_{\sigma_w^2} p(Z|H_0, \sigma_w^2),$$
$$\hat{R}_z = \arg \max_{R_z} p(Z|H_1, R_z).$$

Thus, the GLRT decision statistics can be presented in the following form:

$$L_{GLRT}(Z) = \frac{p(Z|\hat{R}_z, H_1)}{p(Z|\hat{\sigma}_w^2, H_0)}.$$  \hspace{1cm} (79)

More information about the GLRT detector and its spectrum sensing performance can be found in [10] and [13]. In the case of MME detector [13], [14], the maximum $\beta_{\text{max}}$ and minimum $\beta_{\text{min}}$ eigenvalues of the PU signal covariance matrix $R_y$ are used to define the related MME decision statistics as follows [14]:

$$T_{\text{MME}}(X) = \frac{\beta_{\text{max}}}{\beta_{\text{min}}}. \hspace{1cm} (80)$$

Thus, if there is no PU signal $\beta_{\text{max}}/\beta_{\text{min}} > 1$, we obtain $\beta_{\text{max}}/\beta_{\text{min}} = 1$, otherwise, we obtain $\beta_{\text{max}}/\beta_{\text{min}} > 1$.

Figure 5 demonstrates a comparison of the spectrum sensing performance for the WED, GLRT detector, MME detector, and GD under the spatially correlated antenna array elements with the coefficient of correlation $\rho$ equal to 1 at $M = 6$ and $N = 20$. As we can see from Fig. 5, the spectrum sensing performances of the WED and GD are close to each other at $\text{SNR} < -14$ dB with slightly vantage to the GD. At $\text{SNR} > -14$ dB, the GD performance is evidently better in comparison with WED one. If the probability of false alarm $P_{FA}$ is equal to 0.5, the GD achieves the SNR gain equal approximately to 1.5 dB, 3.2 dB, and 4.0 dB in comparison with the WED, GLRT detector, and MME detector, respectively.

The ED and GD spectrum sensing performances (the complementary ROC curves) obtained at $\text{SNR} = -10$ dB, $M = 6$, $N = 20$ are presented in Fig. 6 for the case $\sigma_x^2 \neq \sigma_\xi^2$ i.e. $\sigma_\xi^2 = \mu \sigma_\eta^2 = \mu \sigma_w^2$ (59) at $\mu = 0.5; 0.9; 1.5$. As we can see from Fig. 6, the case $\mu \neq 1$, i.e. $\sigma_x^2 \neq \sigma_\xi^2$, affects negatively on the GD performance and we can observe performance degradation in comparison with the case $\mu = 1$, $\sigma_x^2 = \sigma_\xi^2$. The GD stability to variations of $\mu$ is observed at low SNR values. This observation becomes clear from (64) at $\gamma << 1$ when the approximation $\gamma^2 + 2(1 + \mu^2) = 2(1 + \mu^2)$ leading us to reduction of the $\mu$ effect on the GD performance can be applied.

Figure 7 represents the probability of false alarm $P_{FA}$ as a function of $\text{SNR}$ for the ED and GD. The curves are shown at $M = 6$ and $N = 20$. In the GD case, the spectrum sensing performance is presented both for the case of $\sigma_x^2 = \sigma_\xi^2$ and the case of $\sigma_x^2 \neq \sigma_\xi^2$ at $\mu = 0.5; 0.9; 1.5$. Naturally, we observe the best GD performance at $\mu = 1$ or

![Fig. 5. Comparison of spectrum sensing performance between the WED, GLRT detector, MME detector, and GD.](image)

![Fig. 6. Complementary ROC of ED and GD for the case $\sigma_x^2 \neq \sigma_\xi^2$.](image)

![Fig. 7. ED and GD spectrum sensing performance when $\sigma_x^2 = \sigma_\xi^2$ and $\sigma_x^2 \neq \sigma_\xi^2$.](image)
As we can see from Fig. 7, a superiority of GD employment in CR networks in comparison with ED is evident both for the ideal case, $\sigma_x^2 = \sigma_y^2$ and for the practical situation, $\sigma_x^2 \neq \sigma_y^2$. Thus, the GD performance presented in Fig. 6 is confirmed by the simulation results presented in Fig. 7.

Figure 8 demonstrates the probabilities of false alarm $P_{FA}^{ED}$ and $P_{FA}^{GD}$ as a function of the number $M$ of spatially correlated antenna array elements. The number $M$ is varied from 1 to 10. The coefficient $\rho$ of spatial correlation between the antenna array elements takes a value within the limits of the interval $[0.1, 1.0]$.

The ED and GD spectrum sensing performances are presented at $SNR = -5$ dB; $-10$ dB; $-15$ dB. As we can see from Fig. 8, the probability of false alarm $P_{FA}$ increases monotonically with increase in the coefficient of correlation $\rho$. The large number of antenna array elements $M$ allows us to reduce the negative effect of the coefficient of spatial correlation $\rho$ on the probability of false alarm $P_{FA}$ for both detectors. The ED and GD performances have similar character under the spatial correlation between the antenna array elements, but it is evident that the GD has the better performance in comparison with the ED.

Comparison of the probability of error $P_{er}$ for the ED and GD is presented in Fig. 9 in the case of independent or uncorrelated antenna array elements. The probability of error $P_{er}$ as a function of the normalized optimal detection threshold, the normalization factor is taken as $NM$, is evaluated for the GD and ED at $SNR = -5$ dB; $-10$ dB. The GD achieves the low probability of error $P_{er}$ equal to 0.38 at the normalized threshold equal to 0.43; $SNR = -5$ dB. The minimal ED probability of error $P_{er} = 0.63$ is achieved at the normalized threshold equal to 0.105; $SNR = -5$ dB. Based on the observed GD and ED performances we conclude that the GD can achieve the lower probability of error $P_{er}$ in comparison with the ED at the same $SNR$. Increasing in the $SNR$ allows us to minimize the probability of error $P_{er}$ for both detectors. For example, an increase in the $SNR$ from $-10$ dB to $-5$ dB reduces the probability of error $P_{er}$ from 0.88 to 0.63 in the ED case and from 0.74 to 0.38 in the GD case.

The probability of error $P_{er}$ for GD as a function of the normalized optimal threshold given by (77) (the normalization factor is equal to $NM$) is shown in Fig. 10 for the case $\sigma_x^2 \neq \sigma_y^2$, $\mu = 0.5; 0.9; 1.5$ (the case in practice). As it follows from Fig. 10, we can observe that the GD performance degradation is caused by the negative effect of inequality between the variances, i.e. $\sigma_x^2 \neq \sigma_y^2$, in comparison with the ideal case $\sigma_x^2 = \sigma_y^2$. In spite of this fact, the GD presents the better performance comparing with the ED one and demonstrates robustness against the noise variance inequality problem, $\sigma_x^2 \neq \sigma_y^2$.

The noise variance inequality problem can be considered as a kind of limitation for the GD employment in CR networks. Another kind of limitation can be the interfering
signals within the limits of GD AF bandwidth affecting the GD performance [26] and the problem of complete matching in all parameters between the model signal $s_{\text{mod}}[k]$ and the incoming PU signal $s_i[k]$ [33]. For example, the matching in amplitudes is possible only in the ideal case.

8. Conclusions

In this paper, the GD implementation in CR network as a spectrum sensor is investigated. The GD demonstrates the better spectrum sensing performance in comparison with the ED, WED, GLRT detector, and MME detector under the spatially correlated and independent or uncorrelated antenna array elements. In general, both for the GD and ED, the probability of false alarm $P_{FA}$ are low bounded if the antenna array elements are independent or uncorrelated. The GD performance character as a function of the coefficient of correlation between the antenna array elements is similar with the ED one while the use of the large number of antenna array elements allows us to reduce a negative effect of spatial correlation. The GD achieves the lower probability of error in comparison with the ED at the same SNR. The GD spectrum sensing performance is estimated in the case of equal variances of the noise at the PF and AF outputs, i.e. $\sigma_i^2 = \sigma_s^2$ ($\mu = 1$, the ideal case) and in the case of unequal variances, $\sigma_i^2 \neq \sigma_s^2$ ($\mu \neq 1$, the case in practice). As a result, we observe a superiority of GD implementation in CR network in comparison with the ED for both cases. Thus, we can conclude that even if we believe that the noise power at the GD PF and GD AF outputs are differ, the GD can still maintain the better spectrum sensing performance in comparison with ED.

Appendix

In the case of independent or uncorrelated antenna array elements, taking into consideration (59)–(62), (70), and (71), the GD optimal threshold $THR_{GD}^{op}$ can be derived using the factor of proportionality $\mu$ if the noise power at the PF and AF outputs is not the same in the following form:

$$ THR_{GD}^{op} = \mu \arg \min_{THR_{GD}} \frac{1}{2} \left\{ 1 - \frac{1}{2} \operatorname{erfc}\left[ \frac{THR_{GD} - NME, \sigma_s^2}{\sqrt{2NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]}} \right] + \frac{1}{2} \operatorname{erfc}\left[ \frac{THR_{GD}}{2\sigma_s^2 \sqrt{NM(1+\mu^2)}} \right] \right\}. \quad (81) $$

We obtain (81) by the aid of

$$ Q(x) = \frac{1}{2} \operatorname{erfc}\left( \frac{x}{\sqrt{2}} \right), \quad (82) $$

where $\operatorname{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^{\infty} e^{-t^2} dt \quad (83)$ is the complementary error function. We can determine the GD optimal threshold $THR_{GD}^{op} = \frac{\mu \sigma_s^2}{\mu \sigma_s^2 + \sigma_s^2}$ satisfying the following condition

$$ \frac{\partial[P_{err}(THR_{GD})]}{\partial(THR_{GD})} = \frac{1}{2} \left\{ \frac{1}{\sqrt{2\pi NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]}} \times \text{exp}\left[ \frac{[THR_{GD} - NME, \sigma_s^2]^2}{2NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]} \right] - \frac{1}{2\sqrt{\pi NM\sigma_s^4(1+\mu^2)}} \right\} = 0. \quad (84) $$

to define a minimum of (81). Using the following equation [43]

$$ \frac{\partial[P_{err}(THR_{GD})]}{\partial(THR_{GD})} = \frac{1}{2} \left\{ \frac{1}{\sqrt{2\pi NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]}} \times \text{exp}\left[ \frac{[THR_{GD} - NME, \sigma_s^2]^2}{2NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]} \right] - \frac{1}{2\sqrt{\pi NM\sigma_s^4(1+\mu^2)}} \right\} = 0. \quad (85) $$

where $A$ and $B$ are the arbitrary constants, and taking into consideration (81) and the condition (84) we can write

$$ \frac{\partial[P_{err}(THR_{GD})]}{\partial(THR_{GD})} = \frac{1}{2} \left\{ \frac{1}{\sqrt{2\pi NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]}} \times \text{exp}\left[ \frac{[THR_{GD} - NME, \sigma_s^2]^2}{2NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]} \right] - \frac{1}{2\sqrt{\pi NM\sigma_s^4(1+\mu^2)}} \right\} = 0. \quad (86) $$

We can rewrite (86) in the following form:

$$ \frac{1}{2} \left\{ \frac{1}{\sqrt{2\pi NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]}} \times \text{exp}\left[ \frac{[THR_{GD} - NME, \sigma_s^2]^2}{2NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]} \right] - \frac{1}{2\sqrt{\pi NM\sigma_s^4(1+\mu^2)}} \right\} = 0. \quad (87) $$

or

$$ \frac{1}{2} \left\{ \frac{1}{\sqrt{2\pi NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]}} \times \text{exp}\left[ \frac{[THR_{GD} - NME, \sigma_s^2]^2}{2NM[E_i^2 \sigma_s^4 + 2\sigma_s^4(1+\mu^2)]} \right] - \frac{1}{2\sqrt{\pi NM\sigma_s^4(1+\mu^2)}} \right\} = 0. \quad (88) $$

We can rewrite (88) as
Taking the natural logarithm, we obtain

\[ -\frac{[\text{THR}_{GD} - NME_{w}, \sigma_{w}^{2}]^{2}}{2NM[E_{w}^{2}\sigma_{w}^{4} + 2\sigma_{w}^{2}(1 + \mu^{2})]} + \frac{\text{THR}_{GD}^{2}}{4NM\sigma_{w}^{4}(1 + \mu^{2})} \]

or

\[ \exp\left[\frac{2[E_{w}^{2}\sigma_{w}^{4} + 2\sigma_{w}^{2}(1 + \mu^{2})]}{4\sigma_{w}^{4}(1 + \mu^{2})^{2}}\right] \]

Taking into consideration that SNR in cognitive radio networks is very small, i.e. \( \sigma_{w}^{2} \gg 1 \) we can think that

\[ \sqrt{\frac{E_{w}^{2}\sigma_{w}^{4} + 4\sigma_{w}^{2}}{2\sigma_{w}^{2}}} \to 1 \quad \text{and} \quad \ln\left(\frac{E_{w}^{2}\sigma_{w}^{4} + 4\sigma_{w}^{2}}{2\sigma_{w}^{2}}\right) \to 0. \]

After some mathematical transformations we obtain

\[ E_{w}^{2}\sigma_{w}^{4} \times \text{THR}_{GD}^{2} + 4NME_{w}, \sigma_{w}^{4}(1 + \mu^{2}) \times \text{THR}_{GD}^{2} - 2N^{2}M^{2}E_{w}^{2}\sigma_{w}^{4}(1 + \mu^{2}) = 0. \]

Solution of the quadratic equation (92) is well-known

\[ \text{THR}_{GD}^{op} = \frac{-b \pm \sqrt{b^{2} - 4ac}}{2a}, \]

where

\[ a = E_{w}^{2}\sigma_{w}^{4}; \]
\[ b = 4NME_{w}, \sigma_{w}^{4}(1 + \mu^{2}); \]
\[ c = -2N^{2}M^{2}E_{w}^{2}\sigma_{w}^{4}(1 + \mu^{2}). \]

Substituting (94) into (93) and taking into consideration that the GD threshold is defined by the absolute value as it is discussed in [18, Chapter 7, p. 679–685], we obtain

\[ \text{THR}_{GD}^{op} = \frac{NME_{w}^{2}\sqrt{2(1 + \mu^{2})}}{\sigma_{w}^{2}e_{\eta}} \]

As follows from (95), if \( \mu = 1 \) we obtain the optimal GD detection threshold in the following form

\[ \text{THR}_{GD}^{op} = 2NME_{w}^{2}. \]
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