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Abstract. The AgInSbTe memristor shows gradual resis-
tance tuning characteristics, which makes it a potential can-
didate to emulate biological plastic synapses. The work-
ing mechanism of the device is complex, and both intrin-
sic charge-trapping mechanism and extrinsic electrochem-
ical metallization effect are confirmed in the AgInSbTe mem-
ristor. Mathematical model of the AgInSbTe memristor has
not been given before. We propose the flux-voltage con-
trolled memristor model. With piecewise linear approxima-
tion technique, we deliver the flux-voltage controlled mem-
ristor model of the AgInSbTe memristor based on the exper-
iment data. Our model fits the data well. The flux-voltage
controlled memristor model and the piecewise linear ap-
proximation method are also suitable for modeling other
kinds of memristor devices based on experiment data.
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1. Introduction

Memristor is characterized by a relation between the
flux ϕ and the charge q, and is proposed as the fourth basic
circuit element, which is as basic as the resistor, the induc-
tor and the capacitor [1]. According to [1], [2], an ideal flux
controlled memristor is defined as

dq =W (ϕ(t))dϕ, (1)

where W (ϕ(t)) is the conductance of memristor. The cur-
rent i(t) and voltage v(t) relation is described by (note that
dq = idt and dϕ = vdt)

i(t) =W (ϕ(t))v(t). (2)

Similarly, an ideal charge controlled memristor is defined as

dϕ = M(q(t))dq, (3)

where M(q(t)) is the resistance of memristor. The current
i(t) and voltage v(t) relation is described by

v(t) = M(q(t))i(t). (4)

Memristive system is a generalization of the memristor
[3], [4]. According to [3], a voltage controlled memristive
system is described by

ẋ = f (x,v, t), (5a)
i = G(x,v, t)v, (5b)

where x is the state variable of the memristive system, and
f (·) and G(·) are functions of x, v and t. The ideal memris-
tor is a special case of the memristive system (letting x = ϕ ,
f (x,v, t) = ϕ̇ = v and G(x,v, t) =W (ϕ(t))). Similarly, a cur-
rent controlled memristive system is described by

ẋ = h(x, i, t), (6a)
v = R(x, i, t)i, (6b)

where h(·) and R(·) are functions of x, i and t.

The first physical memristor device was found by [5].
The two-terminal electrical device is a thin semiconductor
film sandwiched between two metal contacts. The semi-
conductor film has two regions: one region with a high
dopant concentration and low resistance, and the other re-
gion with a low concentration of dopant and much higher re-
sistance. The charges that pass through the device will move
the boundary of the two regions, and therefore change the
total resistance of the device. More detailed description of
the device can be found in [5]. Then many other physical
memristor devices with different physical mechanisms have
been proposed by researchers, such as [6], [7], [8].

To further study and apply a memristor device, a suit-
able model is necessary. The ideal memristor definition (1)
and (3) usually cannot fully describe the complex nature of
the physical memristor devices, so the memristive system is
a common choice of modeling physical memristor devices
[5], [9], [10], [11]. There are models of a particular mem-
ristor device [7], [9]. In [7], the following model is given to
model the tantalum oxide memristors,
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i = v[yGm +(1− y)aexp(b
√
|v|)] (7a)

dy
dt

=

⎧⎪⎪⎨⎪⎪⎩
Bsinh[v/σON ]exp[−(y/yON)

2]exp[p/σp]
v > 0,

Asinh[v/σOFF ]exp[−(y/yOFF)
2]exp[1/(1+βp)]

v < 0,
(7b)

where state variable y is the volume fraction (equivalently
cross-sectional area) of the channel with metallic transport,
p is the power, Gm,a,b,B,A,σON ,σOFF ,yON ,yOFF ,σp,β are
constants [7]. To describe different types of memristor de-
vices, many flexible general models are proposed [10], [11],
[12]. As an example, general model proposed by [10] is
given by

i(t) =
{

α1x(t)sinh(bv(t)) v(t)> 0,
α2x(t)sinh(bv(t)) v(t)< 0, (8a)

dx
dt

= g(v(t)) f (x(t)), (8b)

where α1,α2,b are parameters, and g(v(t)), f (x(t)) are non-
linear functions with parameters. Different types of physi-
cal memristor devices have different parameters in (8). This
model is suitable for device responses for sinusoidal and lin-
early increasing inputs [10].

In this paper, we focus on the AgInSbTe memristor pro-
posed in [8]. The AgInSbTe memristor shows gradual resis-
tance tuning characteristics and good potential in emulating
biological plastic synapses. To our best knowledge, unlike
model (7) for the tantalum oxide memristors, no mathemat-
ical model of the AgInSbTe memristor has been given in
published papers. We propose a new model of memristors
and use it to model the AgInSbTe memristor with the ex-
periment data. The piecewise linear technique is used in the
model, which allows the parameter fitting to be done with
existing effective identification algorithms. The piecewise
linear approximation can achieve a good precision. Simu-
lation results show that our model fits the experiment data
well. Gradual resistance tuning and other characteristics of
the AgInSbTe memristor can be fully modeled. Our model
is also suitable for modeling other different types of physical
memristor devices.

2. Flux-Voltage Controlled Memristor

Model

Voltage dependence is observed in many physical
memristor devices [7], [9], [11], including the AgInSbTe
memristor we study in this paper. The flux controlled mem-
ristor (1),(2) cannot model the voltage dependence of the
physical memristor devices, since the conductance W (ϕ(t))
is only determined by the history of v(t), i.e. ϕ(t)=

∫
v(τ)dτ,

not the present v(t). Here we propose the flux-voltage con-
trolled memristor model:

i(t) =
1

R(ϕ(t),v(t))
v(t), (9a)

dϕ(t)
dt

= v(t). (9b)

R(ϕ(t),v(t)) is the resistance of the memristor device. The
flux-voltage controlled memristor model is a natural exten-
sion of the flux controlled memristor (2), and has taken the
voltage into consideration. It also fits the memristive system
definition (5), where the flux ϕ(t) is the state variable. Thus,
the flux-voltage controlled memristor can be seen as a kind
of special case of the memristive system.

The key to model the AgInSbTe memristor is getting an
analytic expression of R(ϕ(t),v(t)) that fits the experiment
data well. Here the piecewise linear technique is applied to
achieve it. Piecewise and piecewise linear techniques have
long been used to model and analyze nonlinear electronic
circuit [13], including the memristor [14], [15], [16]. For
example, piecewise linear flux-charge relationship was pro-
posed in [14]. In [17], piecewise linear window function was
used to model the physical memristor device. An image en-
cryption algorithm based on piecewise linear memristor was
given in [18]. Piecewise linear function has strong approxi-
mation capability and corresponding effective identification
algorithms [13], [19], [20].

Particularly, we use the hinging hyperplane (HH) [19]
in this paper. R(ϕ(t),v(t)) represented by HH functions is
given by

R(ϕ(t),v(t)) = a0ϕ(t)+b0v(t)+ c0 (10)
+Σm

i=1ηi max{0,aiϕ(t)+biv(t)+ ci},

where ai, bi, ci, i = 0,1, . . . ,m and ηi, i = 1,2, . . . ,m are
the parameters. In (10), max{0,aiϕ(t)+ biv(t)+ ci} is the
hinge function. max{0,aiϕ(t)+ biv(t)+ ci} is equal to dif-
ferent linear functions 0 or aiϕ(t) + biv(t) + ci at differ-
ent subregions of the domain (aiϕ(t) + biv(t) + ci < 0 and
aiϕ(t) + biv(t) + ci > 0), separated by the hinge aiϕ(t) +
biv(t) + ci = 0. The HH functions have strong capabil-
ity in approximating nonlinear functions [19]. For sim-
ple examples with only 2 hinge functions, assume α < β,
−max{0,−x+α}+max{0,x−β} has threshold character-
istic on [α,β], max{0,x−α}−max{0,x−β} has saturation
characteristic on (−∞,α] and [β,+∞). Nonlinear character-
istics, including threshold and saturation are often observed
in physical memristor devices [7], [11].

For the ideal charge controlled memristor and the cur-
rent controlled memristive system, we similarly propose the
charge-current controlled memristor model:

v(t) = R(q(t), i(t))i(t), (11a)

dq(t)
dt

= i(t). (11b)
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When R(q(t), i(t)) is represented by HH functions, a hinge
function takes the form of max{0,aiq(t)+bii(t)+ ci}.

It should be pointed out that the flux-voltage controlled
model is different from the memristor model with neural net-
work of smooth hinge functions proposed in [21]. The resis-
tance function R(ϕ(t),v(t)) in our model is piecewise linear,
while that in the other model is not. The analysis of mem-
ristor circuits can be transformed into piecewise linear op-
timization problems when our model is applied. There are
many effective algorithms to deal with them [22], [23], [24].

3. Modeling the AgInSbTe Memristor

As mentioned in Sec. 2, the ideal flux controlled mem-
ristor (1), (2) cannot model the voltage dependence of the
AgInSbTe memristor well. The co-existence of intrinsic
charge-trapping mechanism and extrinsic electrochemical
metallization effect is confirmed in the AgInSbTe memris-
tor [8] and oxide memristors [25]. The mechanism of the
device is complex. It is not easy to choose a particular state
variable of the device that has physical meaning and is mea-
surable, such as volume fraction y in (7), when using the
general voltage controlled memristive system (5) to model
the AgInSbTe memristor.

With the experiment data given in [8], the flux-voltage
controlled memristor model (9) of AgInSbTe memristor can
be obtained by finding a suitable R(ϕ(t),v(t)) for different
kinds of input signals. Considering the difficulty of finding
a measurable state variable of the device with physical mean-
ing, we directly take the flux ϕ(t) as the state variable, which
can be easily calculated from the input v(t). R(ϕ(t),v(t))
consists of HH functions (10). There are existing identifi-
cation algorithms for HH functions, see [19], [26] for more
information. The number m of hinge functions and the pa-
rameters ai,bi,ci, i = 1, . . . ,m in (10) are artificially selected.
Then parameters a0,b0,c0 and ηi, i = 1, . . . ,m are calculated
by least squares method based on the experiment data.

In the gradual resistance tuning situation, pulses with
5 μs width and different amplitudes are applied to the
AgInSbTe memristor device [8]. Voltage dependence is ob-
served. Specifically, the resistance tuning speed and the
range of ultimate resistance state is dependent on the ampli-
tude of the voltage, see data plot in Fig. 1. The flux ϕ(t)
at the nth pulse is calculated by ϕ(t) = nAvΔv, where Av
is the amplitude and Δv is the width of the pulse. Hinge
functions in the form of max{0,v+ ci} are used to model
the voltage dependence, and hinge functions in the form of
max{0,ϕ+ ci} are used to characterize the nonlinear rela-
tionship of the flux and the resistance in the resistance tun-
ing. Our model fits the experiment data well, as shown in
Fig. 1.

In the voltage sweep situation, we use a different
set of parameters in (10), since most of the sweep volt-
age ([−0.4V,0.4V]) is beyond the voltage range of the
gradual resistance tuning situation ([−1.2V,−0.4V] and
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Fig. 1. Gradual resistance tuning situation. Pulses with 5 μs
width and different amplitudes are applied to the
AgInSbTe memristor. The data are given in [8], and
the lines are calculated from our model with the flux ϕ
and the voltage v of each data point. 7 hinge functions
are used for v(t) > 0, and 8 hinge functions are used for
v(t)< 0.

[0.4V,0.7V]). Considering the voltage dependence char-
acteristic of the device, the parameters suitable for the
gradual resistance tuning situation may be not suitable
for a different range of the voltage. For example, ∀v ∈
[−0.4,0.4],max{0,v− 0.4} = 0, which means hinge func-
tion max{0,v−0.4}= 0 cannot characterize the voltage de-
pendence in [−0.4,0.4]. Also the sweep response of the de-
vice may have different characteristics compared with the
pulse response of the device. Our model fits the experiment
data well, as shown in Fig. 2.

Besides the amplitude of the pulse, the pulse width
also has influence on the gradual resistance tuning of the
AgInSbTe memristor [8]. Even with the same amplitude of
the pulse, different pulse widths will cause significantly dif-
ferent resistance tuning results, as shown by the data plots in
Fig. 3. With a little modification, our model can also char-
acterize the dependence of the pulse width in the unipolar
gradual resistance tuning of the AgInSbTe memristor. The
gradual resistance tuning of pulses with−1 V amplitude and
different widths is modeled. ϕ(t) of different widths are sep-
arately calculated from ϕ(0) = 0 for the model. Figure 3
shows that our model can characterize the dependence of the
pulse width well. The data points are given in [8], and the
lines are calculated from our model.

μs
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Fig. 2. Voltage sweep situation. Triangular sweep voltage is ap-
plied to the AgInSbTe memristor. The data is given in
[8], and the lines are calculated from our model. 5 hinge
functions are used for v(t)> 0, and 8 hinge functions are
used for v(t)< 0.
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Fig. 3. Unipolar gradual resistance tuning situation. Pulses with
−1 V amplitude and different widths are applied to the
AgInSbTe memristor. 9 hinge functions are used.

In the further studies, to take the amplitude and width
of the pulse into account at the same time, we can use

R(ϕ(t),v(t),Δ)
= a0ϕ(t)+b0v(t)+d0Δ+ c0 (12)

+Σm
i=1ηi max{0,aiϕ(t)+biv(t)+diΔ+ ci}.

The parameters in (12) can be determined by the same
method we used in this section with data points in the form
of (ϕ,v,Δ,R). Lack of physical meaning is a limitation of
our model. If we are able to find a proper state variable y
with physical meaning in the further studies, the memristive
model

i(t) =
1

R(y(t),v(t))
v(t), (13a)

dy(t)
dt

= f (y(t),v(t)), (13b)

can be more suitable to describe the AgInSbTe memristor.
We can still use R(y(t),v(t)) and f (y(t),v(t)) that consist of
HH functions max{0,aiy(t)+ biv(t)+ ci} to fit the experi-
mental data.

4. Discussion and Conclusion

In this paper, we give a compact mathematical model of
the AgInSbTe memristor based on experiment data for dif-
ferent kinds of input signals. With usage of the piecewise
linear technique, which has strong approximation capabil-
ity and effective identification algorithms, our flux-voltage
controlled memristor model fits the experiment data well.
The mathematical model can be used in simulation, analy-
sis and further studies of circuits and systems consisting of
the AgInSbTe memristor and other analog memristors, such
as emulating biological plastic synapses [27], [28].

The flux-voltage controlled memristor model and the
piecewise linear approximation method can be used to model
other physical memristor devices with experiment data as
well. Only experiment data of the voltage and the corre-
sponding resistance is needed, and the flux can be calcu-
lated from the voltage. While for a general memristive sys-
tem (5), if flux or charge is not used as the state variable, data
and information of a particular state variable of the device
with physical meaning and its derivative are required. The
choice of such state variable usually requires a deep under-
standing of the physical mechanism of the device. Unlike
the voltage, the data of such state variable and its deriva-
tive may be difficult to measure. This makes it not easy to
get a general memristive system that approximates the de-
vice well. Besides the measurement of the state variable,
the flux-voltage controlled memristor model may also sim-
plify the calculation of the differential equation. For exam-
ple, given input signal v(t) = Asinωt, we can directly have
ϕ(t) =

∫ t
0 v(τ)dτ = A(1− cosωt)/ω. For a general mem-

ristive system (5), the state variable usually is calculated
through numerical simulation, since the differential equation
ẋ = f (x,v, t) is hard to solve. Such simulation may be time
consuming, and the simulation errors need to be considered
[15], [29].

In this paper, we artificially select the hinge and use
least squares method to calculate other parameters in the
piecewise linear approximation of the flux-voltage con-
trolled memristor model. There are also effective identifica-
tion algorithms for HH functions [26], which can automati-
cally select and adjust the hinge. Besides the HH functions,
many other kinds of piecewise linear functions can also be
used in the approximation [13], [20], [30]. All these piece-
wise linear functions are capable of approximating multi-
variable nonlinear function when modeling memristor de-
vices.

For a general memristive system (5), the piecewise lin-
ear technique is still applicable. Any function can be ap-
proximated by a piecewise linear function [13], [19], [20].
The strong approximation capability ensures that the piece-
wise linear approximation of f (x,v, t) and G(x,v, t) can fit
the data well. For example, with the HH functions, f (x,v, t)
can be represented as f (x,v, t) = Σm

i=1ηi max{0,aix+ biv+
dit + ci}.
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The piecewise linear function is different from a gen-
eral nonlinear function: the piecewise linear function is lin-
ear at each subregion of the domain, which allows linear
methods to be used separately in each subregion. There are
many methods specially designed for piecewise linear opti-
mization and stability analysis, see [22], [23], [24]. With
piecewise linear flux-voltage controlled memristor model,
these methods can be applied to circuits and systems con-
sisting of memristors.
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