DOA Estimation of Uncorrelated, Partly Correlated and Coherent Signals Using Alternating Oblique Projection
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Abstract. The problem of direction-of-arrival (DOA) estimation is important in array signal processing. To estimate the DOAs of uncorrelated, partly correlated and coherent signals, a new iterative DOA estimation algorithm, named AOP-DOA, is proposed by using alternating oblique projection (AOP). In each iteration, the oblique projection approach is employed to separate the received signals, then the DOA of each separated signal is estimated one after another. After theoretical analysis on the relationship between the proposed AOP-DOA and the conventional alternating projection based maximum likelihood estimator (AP-MLE), an AOP&AP-DOA algorithm, which is a combination of AOP-DOA and AP-MLE, is developed to reduce the computational complexity of AOP-DOA. Extensive experiments validate the effectiveness and complexity of the proposed two algorithms. Particularly, AOP&AP-DOA keeps the merits of AOP-DOA, but exhibits superiority over AOP-DOA in terms of computational complexity when proper adaptive grid refinement strategy is applied.
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1. Introduction

The problem of direction-of-arrival (DOA) estimation received considerable attention in the fields of radar, communication, sonar, etc. [1], [2]. The maximum likelihood (ML) [3–5] and subspace-based high resolution algorithms, including multiple signal classification (MUSIC) [6] and estimation of signal parameters via rotational invariance techniques (ESPRIT) [7], have been proved to be effective and computationally efficient for uncorrelated and partially correlated signals. The ML algorithms [3–5] are also capable of yielding asymptotically optimal solutions for fully correlated (coherent) signals, but they are computationally intensive since the multivariate nonlinear optimization procedure is involved [8]. The subspace-based MUSIC and ESPRIT are relatively computational simplicity and yield suboptimal solutions, but they are inefficient for coherent signals [9], [10].

To solve the aforementioned problems, several preprocessing algorithms, such as redundancy averaging [11], forward/backward spatial smoothing (FBSS) [12], [13], etc., are developed to decorrelate signals in the array covariance matrix. However, the algorithm of redundancy averaging leads to biased DOA estimates [14], and the FBSS algorithm suffers from performance degradation due to the array aperture loss [15], [16]. On the other hand, iterative algorithms, including the alternating projection (AP) technique [17], [18] and the modified Gauss-Newton technique [19] are investigated to circumvent the multivariate nonlinear optimization procedure. However, the global convergence of AP based ML estimator (AP-MLE) cannot be guaranteed, and the Newton-type algorithms also have to be carefully initialized so that the global convergence is achieved [20].

Recently, much attention has been drawn to sparse signal reconstruction (SSR) perspective for DOA estimation [21]. Many SSR algorithms associated with $l_p$-norm-based (1 $\geq p \geq 0$) convex relaxation [22–25] and sparse Bayesian learning (SBL) [26], [27] are developed. They are capable of handling uncorrelated, partially correlated, and coherent signals, even if in the small sample-size case. Apart from the ML and SSR algorithms, the RELAX algorithm in [28] as well as the iterative adaptive approach for amplitude and phase estimation algorithm in [29] also works well in the same context.

In this paper, an alternating oblique projection (AOP) algorithm is proposed for DOA estimation. The technique of oblique projection (OP) [30] has a distinct advantage in terms of separating signal-of-interest (SOI) in the signal subspace while zero-forcing structured interferences in the interference subspace [31], [32]. In the context of DOA estimation, the OP technique was utilized to develop a scaled version of the MUSIC algorithm [33], and was utilized to integrate a prior known location of several sources into the MUSIC algorithm and circumvent their influences on the estimation
of the unknown ones [34]. However, both are not applicable for coherent signals, since they aim at improving the performance of MUSIC for noncoherent signals. In [35–40], for DOA estimation of mixed coherent and noncoherent signals, the OP technique was utilized to eliminate the contributions of noncoherent signals from the data covariance matrix so that only those of coherent signals remain. Then the DOAs of coherent signals are estimated by the algorithm of spatial smoothing, redundancy averaging, etc. But confined to the decorrelation algorithms, [35–40] were only researched with certain regular arrays (e.g., uniform linear array).

The proposed algorithm is named AOP-DOA, and is able to handle coherent signals. But different to [35–40], the proposed AOP-DOA has no limitation on antenna array geometry since the OP technique is differently used. Herein, AOP-DOA employs OP technique to alternately separate each geometry since the OP technique is differently used. The proposed AOP-DOA has no limitation on antenna array able to handle coherent signals. But different to [35–40], certain regular arrays (e.g., uniform linear array).

2. System Model and Assumptions

Consider an antenna array composed of $M$ sensors with arbitrary array geometry, and assume that $K$ narrowband far-field source signals impinge on the array from distinct locations $\Theta_1, \Theta_2, \ldots, \Theta_K$. Further, the steering vector and the baseband signal waveform of the $k$th incident signal are denoted as $a(\Theta_k)$ and $s_k(t)$, respectively. $k = 1, 2, \ldots, K$, and the array output vector at the moment of $t$ can be expressed as [17], [41]

$$x(t) = \sum_{k=1}^{K} a(\Theta_k)s_k(t) + n(t) = A(\Theta)s(t) + n(t) \quad (1)$$

where $A(\Theta) = [a(\Theta_1), a(\Theta_2), \ldots, a(\Theta_K)]$, and $s(t) = [s_1(t), s_2(t), \ldots, s_K(t)]^T$. $n(t)$ refers to the additive noise, which is modeled as a zero-mean, temporally and spatially white complex-valued Gaussian random process. Further, the covariance matrix of $n(t)$ takes the form $\sigma^2 I$, where $\sigma^2$ signifies the noise power, and $I$ denotes the identity matrix.

Using the system model (1), the data covariance matrix is given by

$$R_x = E\{x(t)x^H(t)\} = A(\Theta)R_sA(\Theta)^H + \sigma^2 I \quad (2)$$

where $R_s = E\{s(t)s^H(t)\}$ denotes the source covariance matrix. Additionally, the following basic assumptions are made:

A1) The set of steering vectors $\{a(\Theta_1), a(\Theta_2), \ldots, a(\Theta_K)\}$ is linearly independent for any set of distinct source locations $\Theta_1, \Theta_2, \ldots, \Theta_K$, where $K < M$.

A2) The narrowband signals $s_1(t), s_2(t), \ldots, s_K(t)$ are zero-mean, and they may be uncorrelated, partially correlated or coherent. In addition, the signals are independent of the noise.

A3) The source number $K$ is known, or it has been estimated by the existing number detection methods (cf. [41], [42] and references therein).

The DOA estimation problem addressed in this paper is to estimate the source locations $\Theta_k$, $k = 1, 2, \ldots, K$, from multiple snapshots $\{x(t_l)\}_{l=1}^L$, where $L$ denotes the number of snapshots.

3. Alternating Oblique Projection for DOA Estimation

AOP-DOA is a data-dependent, alternating least squares (LS) adaptive algorithm based on the relaxed optimization principle ("one parameter at the time") in [43], [44]. The received signals are separated into multiple single signals by using OP technique, and the DOAs of the separated signals are estimated separately. To achieve source separation, the OP matrices in use are closely associated with the source.
locations. Because of this, AOP-DOA is implemented iteratively, and its cost function is given by [45]

\[
\frac{1}{L} \sum_{i=1}^{L} \left\| \mathbf{x}(t_i) - \sum_{k=1}^{K} a(\Theta_k) s_k(t_i) \right\|^2.
\]  

(3)

3.1 Principle of AOP-DOA

Assume that the signal at \( \Theta_k \) is to be separated, where \( k = 1, 2, \cdots, K \). Correspondingly, the signal \( s_k(t) \) is referred to as the SOI, and the remaining \( K - 1 \) received signals at \( \Theta_1, \cdots, \Theta_{k-1}, \Theta_{k+1}, \cdots, \Theta_K \) are referred to as the “interferences”. Then, (1) can be rewritten as

\[
\mathbf{x}(t) = \mathbf{a}(\Theta_k) s_k(t) + \mathbf{B}_k \mathbf{s}_k(t) + \mathbf{n}(t)
\]  

(4)

where \( \mathbf{s}_k(t) = [s_1(t), \cdots, s_{k-1}(t), s_{k+1}(t), \cdots, s_K(t)]^T \), and

\[
\mathbf{B}_k = [\mathbf{a}(\Theta_1), \cdots, \mathbf{a}(\Theta_{k-1}), \mathbf{a}(\Theta_{k+1}), \cdots, \mathbf{a}(\Theta_K)].
\]  

(5)

According to the basic assumptions claimed in Sec. 2, the signal subspace is given by \( \mathcal{R}[\mathbf{a}(\Theta_k)] \), where \( \mathcal{R}[\mathbf{a}(\Theta_k)] \) and \( \mathcal{R}[\mathbf{B}_k] \) are disjoint. Therefore, the OP matrix whose range space is \( \mathcal{R}[\mathbf{B}_k] \) and whose null space contains \( \mathcal{R}[\mathbf{a}(\Theta_k)] \) can be expressed as [32]

\[
\mathbf{E}_{\mathbf{B}_k,\mathbf{a}(\Theta_k)} = \mathbf{B}_k (\mathbf{P}^\perp_{\mathbf{a}(\Theta_k)} \mathbf{B}_k)^\dagger
\]  

(6)

where \( \mathbf{P}^\perp_{\mathbf{a}(\Theta_k)} = \mathbf{I} - \mathbf{a}(\Theta_k) \mathbf{a}^\dagger(\Theta_k) \). \( \mathbf{B}_{k} \mathbf{a}(\Theta_k) \) and \( \mathbf{B}_k \mathbf{a}(\Theta_k) \) are disjoint. Naturally, the received SOI can be separated from the array measurements in the following way:

\[
\mathbf{y}_k(t) = (\mathbf{I} - \mathbf{E}_{\mathbf{B}_k,\mathbf{a}(\Theta_k)}) \mathbf{z}(t)
\]  

(7)

where

\[
\mathbf{z}(t) = \mathbf{x}(t) - \mathbf{n}(t)
\]  

(8)

signifies the array output in noiseless scenario, and \( \mathbf{y}_k(t) \) is referred to as the “cleaned” observation of the SOI.

Based on (4), (7) and the LS criterion in [46], the SOI can be finally estimated by solving the following minimization problem:

\[
\min_{\Theta_k, s_k(t_i)} \frac{1}{L} \sum_{i=1}^{L} \left\| \mathbf{y}_k(t_i) - \mathbf{a}(\Theta_k) s_k(t_i) \right\|^2.
\]  

(9)

Minimizing (9) with respect to \( s_k(t_i) \), then the optimal solution to this problem yields

\[
\hat{s}_k(t_i) = \mathbf{a}^\dagger(\Theta_k) \mathbf{y}_k(t_i), \quad l = 1, 2, \cdots, L.
\]  

(10)

Substituting (10) into (9), it follows that the DOA of the SOI can be estimated by solving the following minimization problem:

\[
\hat{\Theta}_k = \arg\min_{\Theta_k} \frac{1}{L} \sum_{i=1}^{L} \left\| \mathbf{P}^\perp_{\mathbf{a}(\Theta_k)} \mathbf{y}_k(t_i) \right\|^2.
\]  

(11)

In the above manner, all the \( K \) received signals can be separated one after another, and the DOA estimate of each separated signal can be achieved separately. Remark that the OP matrix in (7) is irrelevant to the correlations among signals, and it is this property that makes the proposed AOP-DOA being applicable for uncorrelated, partially correlated and coherent signals. But it is noted that the computation of \( \mathbf{E}_{\mathbf{B}_k,\mathbf{a}(\Theta_k)} \) requires knowledge of the source locations, whereas none of them are considered to be known a prior. To solve this problem, AOP-DOA is iterative, and it updates \( \hat{\Theta}_k(l) \) by using previously estimated values \( \hat{\Theta}_k^{(i)} \), \( \hat{\Theta}_k^{(i-1)} \), \( \hat{\Theta}_k^{(i-1)} \), \( \hat{\Theta}_k^{(i-1)} \), where \( \hat{\Theta}_k^{(i)} \) denotes the DOA estimates of \( \Theta_k \) at the \( i \)th iteration (similarly hereinafter), \( i = 1, 2, \cdots \).

The relative change of the cost function in (3) between two consecutive iterations determines the convergence of AOP-DOA. Substituting the iteration results of (10) and (11) into (3), it follows that (see the Appendix A)

\[
\frac{1}{(M - K)L} \sum_{i=1}^{L} \left\| \mathbf{x}(t) - \sum_{k=1}^{K} \mathbf{a}(\Theta_k) s_k(t) \right\|^2 - \frac{K}{M - K} \hat{\sigma}^2
\]

\[
= \frac{1}{M - K} \text{tr}[\mathbf{P}_{\mathbf{a}(\Theta)}^\perp \hat{\mathbf{R}}_x] = \hat{\sigma}^2
\]  

(12)

where \( \hat{\mathbf{R}}_x = \frac{1}{L} \sum_{i=1}^{L} \mathbf{x}(t_i) \mathbf{x}^H(t_i) \) is referred to as the sample data covariance matrix which signifies a practical estimation of the data covariance matrix from the samples \( \{\mathbf{x}(t_i)\}_{i=1}^{L} \). \( \hat{\sigma}^2 = \frac{1}{L} \sum_{i=1}^{L} ||\mathbf{n}(t_i)||^2 \) denotes an estimation of noise power from the samples \( \{\mathbf{n}(t_i)\}_{i=1}^{L} \).

Instead of using (3), it is natural to terminate the AOP-DOA iterations by checking the relative change of

\[
\frac{1}{M - K} \text{tr}[\mathbf{P}_{\mathbf{a}(\Theta)}^\perp \hat{\mathbf{R}}_x].
\]  

(13)

The fundamental objective of the proposed AOP-DOA is to find the global optimal solution of the nonlinear LS problem in (3), and it is achieved by separately solving the optimization problem of a series of separable variable pairs \( \{\Theta_k, s_k\}_k \in \mathbb{Q} \) (see (9)) and following the relaxed iterative approach in [28] (the iterative implementation of AOP-DOA is summarized in Tab. 1, Sec. 3.2). These processes are essentially the same as those of the RELAX estimator in [28], hence the convergence properties of AOP-DOA and RELAX are consistent.

The same as RELAX, for the proposed AOP-DOA, the estimation results of “interferences” are removed from the array measurements, and the parameters of the SOI are estimated based on the cleaned data. The difference of these two algorithms is that AOP-DOA obtain the “cleaned” observation of the SOI from noiseless array output via employing the OP technique, whereas that of RELAX is obtained by directly subtracting the “interferences” from the noisy array measurements. Because of this, the specific implementation of AOP-DOA is quite distinct from that of RELAX (cf. [28]), which will be described in the following subsection.
3.2 Implementation of AOP-DOA

According to Sec. 3.1, at the $i$th iteration, $y_k(t)$ is calculated as follows:
\[
y_k^{(i)}(t) = (I - \mathbf{E}_{\hat{B}_k^{(i)},a(\hat{\Theta}_k^{(i-1)})}) \mathbf{z}(t)
\]
where
\[
\hat{\mathbf{B}}_k^{(i)} = [a(\hat{\Theta}_1^{(i)}), \ldots, a(\hat{\Theta}_k^{(i-1)}), \ldots, a(\hat{\Theta}_k^{(i-1)})].
\]

Further, it follows from (8) and (14) that
\[
\hat{\mathbf{R}}_{yk}^{(i)} = \frac{1}{L} \sum_{l=1}^{L} y_k^{(i)}(t_l) y_k^{(i)}(t_l)^H
\]
where
\[
\hat{\mathbf{R}}_c = \frac{1}{L} \sum_{l=1}^{L} \mathbf{z}(t_l) \mathbf{z}(t_l)^H = \hat{\mathbf{R}}_c - \hat{\sigma}^2 \mathbf{I}.
\]
Thus, (11) can be rewritten as
\[
\hat{\Theta}_k^{(i)} = \arg\max_{\Theta_k} \text{tr} \{\mathbf{P}_{\hat{\Theta}_k} \hat{\mathbf{R}}_{yk}^{(i)}\}.
\]

Note that $\text{tr} \{\mathbf{P}_{\hat{\Theta}_k} \hat{\mathbf{R}}_{yk}^{(i)}\} = \text{tr} \{\hat{\mathbf{R}}_{yk}^{(i)}\} - \text{tr} \{\mathbf{P}_{\hat{\Theta}_k} \hat{\mathbf{R}}_{yk}^{(i)}\}$. Hence, the optimal problem of (18) is equivalent to
\[
\hat{\Theta}_k^{(i)} = \arg\max_{\Theta_k} \text{tr} \{\mathbf{P}_{\hat{\Theta}_k} \hat{\mathbf{R}}_{yk}^{(i)}\} = \arg\max_{\Theta_k} a^H(\Theta_k) \hat{\mathbf{R}}_{yk}^{(i)} a(\Theta_k).
\]

Using Rayleigh quotient properties in [47], [48], the solution to this problem yields
\[
\hat{\mathbf{R}} \{a(\hat{\Theta}_k^{(i)})\} = \hat{\mathbf{R}} \{u_{\text{max},k}^{(i)}\}
\]
where $u_{\text{max},k}^{(i)}$ refers to the unit eigenvector corresponding to the maximum eigenvalue of $\hat{\mathbf{R}}_{yk}^{(i)}$. Therefore,
\[
\hat{\Theta}_k^{(i)} = \arg\max_{\Theta_k} a^H(\Theta_k) u_{\text{max},k}^{(i)}.
\]

This maximization problem can be solved without much computational effort by means of adaptive grid refinement [23] only around the regions where signals were present in the last iteration.

Using (16), (21) and referring to the relaxed iterative method in [28], the implementation procedure of AOP-DOA is summarized in Tab. 1, where $S^{(0)}$ represents a rough region of potential source locations (a $1^\circ$ or $2^\circ$ uniform sampling usually suffices [23]), and $S^{(1)}$ denotes a refined region around the previous source location $\hat{\Theta}_j^{(i-1)}$, $j = 1, 2, \ldots, K$.

As given in Tab. 1, the initialization step of AOP-DOA is implemented with assumption $a(\hat{\Theta}_k^{(-1)}) = \mathbf{0}$, where $k = 1, 2, \ldots, K$. At the beginning of each outer loop, $\hat{\Theta}_k^{(0)}$ is determined with (16) and (21) (see lines 5–7). After that, we sequentially re-estimate $\hat{\Theta}_1, \hat{\Theta}_2, \ldots, \hat{\Theta}_k$ and iteratively update these DOA estimates until convergence is achieved (see lines 8–18). AOP-DOA stops when all of the $K$ outer loops finished.

### Relationship Between AOP-DOA and AP-MLE

At the $i$th iteration, AP-MLE updates the $k$th DOA estimates as follows [17]:
\[
\hat{\Theta}_k^{(i),\text{AP-MLE}} = \arg\max_{\Theta_k} \text{tr} \left\{ \mathbf{P}_{\hat{\Theta}_k^{(i-1)},a(\Theta_k)} \hat{\mathbf{R}}_c \right\}
\]
\[
= \arg\max_{\Theta_k} \text{tr} \left\{ \mathbf{P}_{\hat{\Theta}_k^{(i-1)},a(\Theta_k)} [\hat{\mathbf{R}}_{yk}^{(i)} + \hat{\sigma}^2 ] \right\}
\]
\[
= \arg\max_{\Theta_k} \text{tr} \left\{ \mathbf{P}_{\hat{\Theta}_k^{(i-1)},a(\Theta_k)} [\hat{\mathbf{R}}_{yk}^{(i)} + \hat{\sigma}^2 (M - K) ] \right\}
\]

where $\hat{\mathbf{R}}_{yk}^{(i)} = [a(\hat{\Theta}_1^{(i)}), \ldots, a(\hat{\Theta}_k^{(i-1)})]$. According to Appendix B, $\mathbf{E}_{a(\Theta_k),\hat{\mathbf{B}}_k} = \mathbf{P}_{a(\Theta_k)} (I - \mathbf{E}_{\hat{\mathbf{B}}_k,a(\Theta_k)})$ and
\[
\mathbf{P}_{\hat{\Theta}_k^{(i-1)},a(\Theta_k)} = \mathbf{P}_{\hat{\Theta}_k^{(i-1)},a(\Theta_k)} - \mathbf{P}_{a(\Theta_k)} (I - \mathbf{E}_{\hat{\mathbf{B}}_k,a(\Theta_k)})
\]
\[
= \mathbf{P}_{a(\Theta_k)} (I - \mathbf{E}_{\hat{\mathbf{B}}_k,a(\Theta_k)}).
\]

Therefore, (22) is equivalent to
\[
\hat{\Theta}_k^{(i),\text{AP-MLE}} = \arg\max_{\Theta_k} \frac{1}{L} \sum_{l=1}^{L} \left\| \mathbf{P}_{a(\Theta_k)} \left( I - \mathbf{E}_{\hat{\mathbf{B}}_k^{(i-1)},a(\Theta_k)} \right) \mathbf{z}(t_l) \right\|^2
\]

Recall from (16) and (18) that, at the $i$th iteration, AOP-DOA updates the $k$th DOA estimate as follows:
3.4 Computational Complexity

The computational complexity of proposed AOP-DOA is briefly analyzed as follows, where a flop is defined as a complex floating-point multiplication or addition operation.

The computation of matrix \( \hat{R}_k \) takes about \( O(LM^2 + M^3) \) flops, where the noise power estimate \( \sigma^2 \) is obtained by averaging the \( M - K \) smallest eigenvalues of covariance matrix \( \hat{R}_k \). The calculation of the OP matrix \( E_{\hat{R}_k}^{(i)}, a(\hat{\Theta}_k^{(i-1)}) \) requires roughly \( O((K - 1)M^2) \) flops, and that of the matrix \( \hat{R}_{y_k}^{(i)} \) (or \( \hat{R}_{y_k}^{(i)} \)) requires roughly \( O(M^3) \) flops. The eigendecomposition of \( \hat{R}_{y_k}^{(i)} \) (or \( \hat{R}_{y_k}^{(i)} \)) requires approximately \( O(M^3) \) flops. Suppose that \( S_0 \) and \( S_i \) consist of \( N_0 \) and \( N_i \) potential source locations, respectively. Then the number of flops roughly required to solve the maximization problem in line 7, Tab. 1 and line 15, Tab. 1 is \( O(MN_0) \) and \( O(MN_i) \), respectively. In addition, the computation of the cost function in (13) requires roughly \( O(M^3) \) flops.

Therefore, the computational complexity of AOP-DOA is roughly \( O(LM^2 + M^3 + K(2M^2 + (K - 1)M^2 + 3N_0) + \sum_{k=1}^K \sum_{i=1}^{N_0} ((K - 1)M^2 + M^3 + N_i)) \) in total, where \( n_k \) denotes the iteration number included in the \( k \)th outer loop. In particular, the total computational complexity is approximately \( O(LM^2 + K(M^3 + MN_0) + \sum_{k=1}^K N_i (M^3 + M^3)) \) flops, when \( N_0 \gg M > K \), which occurs often in practical applications.

The proposed AOP&AP-DOA can be viewed as a combination of AOP-DOA and AP-MLE. Thus the computational complexity of AOP&AP-DOA consists of two parts, where the part of AP-MLE additionally takes about \( O(M^3 N_i n_{AP}) \) flops. \( n_{AP} \) denotes the iteration number, and it is supposed that \( S_0 \) (line 7, Tab. 2) consists of \( N_i \) potential source locations.

The computational complexities of AOP-DOA and AOP&AP-DOA are summarized in Tab. 3. Remark that the major computational complexity is proportional to \( \sum_{i=1}^{N_i} N_i \) and \( N_0 \), when \( M, K \) and \( L \) are fixed. Therefore, the employed adaptive grid refinement strategy not only determines the computational accuracy, but also influences the computational cost. Compared with AOP-DOA, in Sec. 4, we show that AOP&AP-DOA could have a lower computational load when proper adaptive grid refinement strategy is applied.

\[
\begin{align*}
\text{Algorithm} & \quad \text{Complexity} \\
\text{AOP-DOA} & \quad O(LM^2 + K(M^3 + M^3)) + O(\sum_{k=1}^K \sum_{i=1}^{N_0} (M^3 + M^3)) \\
\text{AOP&AP-DOA} & \quad O(M^3 N_i n_{AP} + LM^2 + K(M^3 + M^3)) + O(\sum_{k=1}^K \sum_{i=1}^{N_i} (M^3 + M^3))
\end{align*}
\]

Tab. 3. Computational complexity of the proposed algorithms.

### 4. Simulation Results

Extensive experiments are presented to evaluate the effectiveness of proposed AOP-DOA and AOP&AP-DOA. The stochastic Cramér-Rao bound (CRB) [3] and the existing high resolution DOA estimation algorithms, including AP-MLE [17], RELAX [28], MUSIC [6], l1-SVD [23] and perturbed SBL (PSBL) [27] are utilized for performance comparison.

The root mean square error (RMSE) of DOA estimates is defined as

\[
\text{RMSE} = \frac{1}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} (\hat{\Theta}_{m,k} - \Theta_k)^2
\]
where \( M \) is the number of trials, \( \hat{\Theta}_{mk} \) denotes the estimate of the \( k \)th DOA \( \Theta_t \) in the \( m \)th trial. All the simulations are carried out on a uniform linear array with \( M = 6 \) sensors and half-wavelength sensor spacing. Unless otherwise stated, each of the simulations is evaluated by \( M_t = 200 \) independent trials, and \( L = 100 \) snapshots are employed.

The initialization condition for PSBL is set in the same way as [27]. \( l_1 \)-SVD is considered with SeDuMi packages [49], and the regularization parameter is set to 0.625. For \( l_1 \)-SVD, RELAX, AOP-DOA and AOP&AP-DOA, the adaptive grid refinement strategy [23] is employed, where the spacing of the initial coarse grid is \( 2^\circ \) and the LLFGS is set to \( 0.01^\circ \), unless otherwise stated. For MUSIC and AP-MLE, we use \( 0.01^\circ \) uniform sampling of the spatial location of the sources. All the simulations are performed using MATLAB 2013b running on a computer with a 2.3 GHz Intel Quad-Core processor and 12GB RAM, under Windows 8.1. The computational complexity of an algorithm is evaluated in terms of the average CPU processing time [27].

4.1 Discussion: Complexity and Accuracy

In Sec. 3.4, the complexities of the proposed algorithms are analyzed, and it is shown that, when the number of snapshots \( L \), array size \( M \) and source number \( K \) are fixed, the computational complexity is jointly proportional to the iteration number and the grid size which is considered in the adaptive grid refinement strategy.

This subsection intends to evaluate the complexities of proposed AOP-DOA and AOP&AP-DOA by employing different adaptive grid refinement strategies. Two equal-power uncorrelated signals impinging from \([-5.12^\circ, 5.37^\circ]\) are considered in this experiment, and the RMSE is utilized to evaluate the precision of DOA estimates. Both the CPU time and the average number of iterations are analyzed at each evaluated signal-to-noise ratio (SNR). In each simulation, the number of iterations of AOP&AP-DOA is the sum of the iteration numbers that required in the two stages DOA estimation.

Firstly, the proposed AOP-DOA is investigated. Three different LLFGS are considered, and the SNR is varied from \(-15\) dB to \(25\) dB. Fig. 1 shows the statistical results. It is seen that AOP-DOA exhibits a satisfying performance when different LLFGS is used. Moreover, AOP-DOA can coincide well with the CRB at a moderate to high SNR when proper adaptive grid refinement strategy is employed. But we also should note that a fine grid search requires a heavy computational cost.

In the next, the proposed AOP&AP-DOA is evaluated. Since the DOA estimation of AOP&AP-DOA consists of two stages, we consider different LLFGS in the first stage. But the LLFGS in the second stage is fixed at \(0.01^\circ\). Other settings remain the same as previous experiment. Figure 2 shows the statistical results of AOP&AP-DOA, and it is indicated that AOP&AP-DOA is able to coincide well with the CRB at a moderate to high SNR. But AOP&AP-DOA consumes different time, when different adaptive grid refinement strategies are applied. The running time is proportional to the LLFGS in the first stage. With proper adaptive grid refinement strategy, the convergence speed of AOP&AP-DOA is fast. In the following simulations, the LLFGS in the first stage of AOP&AP-DOA is fixed at \(0.1^\circ\) and that in the second stage is fixed at \(0.01^\circ\).

Besides, when comparing Fig. 1 with Fig. 2, it can be seen that AOP-DOA may show a competitive estimation precision with a high SNR, but AOP&AP-DOA can own a lower running time. In particular, a fine grid search leads to a large number of iterations. But for a fixed grid search approach, with the increase of SNR, the numbers of iterations of AOP-DOA and AOP&AP-DOA are stable or approximately stable, especially when the incident signals dominate the background noise. The same is true for the running time under different SNR.

![Fig. 1. RMSE and CPU time comparison of the proposed AOP-DOA for two uncorrelated sources impinging from \([-5.12^\circ, 5.37^\circ]\) when three different LLFGS are considered. The SNR ranges from \(-15\) dB to \(25\) dB.](image-url)
4.2 RMSE and CPU Time Comparisons

This subsection presents detailed performance analyses to illustrate the superiority of the proposed AOP-DOA and AOP&AP-DOA in cases of uncorrelated and correlated (including coherent) signals. For each algorithm, the computational complexity and the estimation accuracy are employed for performance comparison, and they are evaluated by the running time and the RMSE, respectively.

Figure 3 depicts the estimation accuracy of the DOA estimates and the time usage of each comparing algorithm when two uncorrelated signals are considered. We assume the signals impinge on the array from $[-5.12^\circ, 5.37^\circ]$, and they have equal SNR ranging from $-15$ dB to $20$ dB. The results of Fig. 3(a) show that the proposed AOP-DOA and AOP&AP-DOA, as well as RELAX and AP-MLE, exhibit a satisfying estimation precision, whereas PSBL and $l_1$-SVD do not coincide well with the CRB. It is of interest to note that MUSIC also shows a high precision when the SNR is high enough, but it fails to hold a superresolution at a lower SNR. Fig. 3(b) indicates that AP-MLE consumes the maximum running time, while the proposed AOP-DOA and AOP&AP-DOA algorithms take the relatively lower one. This is because the conventional AP-MLE always adopts a universally fine grid search, whereas our algorithms utilize fine grid search only around the regions where signals are present. Besides, the computational load of RELAX and the proposed AOP-DOA is approximately at the same level, and it is higher than that of the proposed AOP&AP-DOA. The running time of PSBL fluctuates remarkably when the SNR changes, but that of the other algorithms are not. To illustrate this further, Fig. 3(c) presents the iteration numbers of PSBL, RELAX and the proposed AOP-DOA and AOP&AP-DOA algorithms at each SNR. It is seen that the number of iterations of AOP&AP-DOA is the smallest, while the number of iterations of RELAX and AOP-DOA are approximately the same though the latter is slightly smaller. Particularly, the iteration number of PSBL decreases fast when the SNR increases, and that’s the reason the CPU time of PSBL fluctuates (the complexity per iteration of PSBL is identical [27]). These phenomena are common in the following simulations, hence the curve of the number of iterations is omitted, and the similar phenomena are not explained repeatedly.

Figure 4 considers two uncorrelated signals with different angular separations. We assume $\Theta_1 = 5.37^\circ$ and $\Theta_2 = 5.37^\circ - \Delta$, where $\Delta$ denotes the source separation and it ranges from $2^\circ$ to $24^\circ$. The SNR is fixed at $10$ dB. It is seen that the proposed AOP-DOA and AOP&AP-DOA have a distinct advantage against spatially adjacent signals, and both are high resolution algorithms. Compared with AP-MLE, the proposed algorithms exhibit the similar estimation precision but consume much less running time. Compared with PSBL and RELAX, the proposed algorithms exhibit a lower RMSE when the angular separation is small, and the time usage of the proposed algorithms decreases rapidly when the angular separation largely increases. A large angular separation may lead to a faster convergence speed of an iterative algorithm, but it is not the main factor that determines the computational complexity of MUSIC and $l_1$-SVD (cf. [6], [45], [23]). The CPU time of MUSIC and $l_1$-SVD has tiny changes for different angular separations. Hence, as the angular separation becomes larger, the time usage of the proposed AOP-DOA could be lower than that of the MUSIC and $l_1$-SVD.

Both Fig. 5 and Fig. 7 consider the case of correlated signals. We assume two signals impinge on the array from directions $[-15.12^\circ, 5.37^\circ]$. In Fig. 5, the correlation coefficient of the signals is set to 0.5, and we vary the SNR from $-15$ dB to $20$ dB. In Fig. 7, the SNR is fixed at $15$ dB, but we vary the correlation coefficient of the signals from 0 to 1. The simulation results illustrated in Fig. 5 and Fig. 7...
show that the proposed AOP-DOA and AOP&AP-DOA can achieve satisfactory accuracies when the signals are partially or fully correlated. The DOA estimation performance of each algorithm deteriorates along with the increased correlation coefficient, and the MUSIC fails when the signals are coherent. But the proposed AOP-DOA and AOP&AP-DOA, as well as AP-MLE and RELAX, are able to coincide well with the CRB, and they could have a smaller RMSE than PSBL and $l_1$-SVD. In addition, the proposed two algorithms have a much lower computational cost when compared with AP-MLE, even if the sources are correlated. The increased correlation coefficient of signals makes AP-MLE, RELAX, AOP-DOA and AOP&AP-DOA need more iterations (running time) to achieve convergence, whereas the complexities of MUSIC, $l_1$-SVD and PSBL are insensitive to the variations of the correlation property. Hence the MUSIC, $l_1$-SVD and PSBL show a stable running time, and this causes their CPU time curves to have intersections.

Figure 6 considers the DOA estimation for a mixture of uncorrelated and coherent signals. The incident signals are a group of two coherent signals from $[-5.12^\circ, 5.37^\circ - \Delta]$ and an uncorrelated signal from $42.95^\circ$. The SNR ranges from $-5$ dB to 20 dB. The simulation results depicted in Fig. 6...
**Fig. 5.** RMSE and CPU time comparison for two partially correlated sources impinging from $[-15.12^\circ, 5.37^\circ]$, where the correlation coefficient of the signals is set to 0.5.

**Fig. 6.** RMSE and CPU time comparison for a mixture of uncorrelated and coherent signals, where a group of two coherent signals from $[-15.12^\circ, 5.37^\circ]$ and an uncorrelated signal from $42.95^\circ$.

**Fig. 7.** RMSE and CPU time comparison for two sources impinging from $[-15.12^\circ, 5.37^\circ]$, where the SNR is fixed at 15dB, but the sources’ correlation coefficient varies.
show that the proposed AOP-DOA and AOP&AP-DOA algorithms, as well as the RELAX and AP-MLE, exhibit a satisfying estimation performance when uncorrelated and fully correlated signals coexist (remark that the MUSIC algorithm fails in this case, thus it is omitted here). On the whole, when compared with PSBL, the proposed algorithms have a better estimation performance and a more stable computational load under different SNR. Compared with $l_1$-SVD, the proposed algorithms can have a more superior estimation performance, although their computational loads are slightly higher in this scenario. In addition, as we have already verified in the previous simulations, the proposed AOP-DOA and AOP&AP-DOA have a much lower computational load when compared with AP-MLE.

4.3 Probability of Success Comparison

This subsection intends to evaluate the success probabilities of the proposed AOP-DOA and AOP&AP-DOA algorithms. The DOA estimation of $K$ signals is considered successful if and only if $|\hat{\Theta}_1 - \Theta_1|, |\hat{\Theta}_2 - \Theta_2|, \cdots, |\hat{\Theta}_K - \Theta_K|$ are less than a user-selected parameter $\epsilon$, which is set to be 1° in the following simulations.

Figure 8 considers two uncorrelated signals with different angular separations. The signals impinge on the array from $\Theta_1 = 5.37^\circ$ and $\Theta_2 = 5.37^\circ - \Delta$, and the source separation $\Delta$ ranges from 2° to 20°. In addition, the SNR is fixed at 10 dB.

Figure 9 considers three signals, where we assume a group of two correlated signals with correlation coefficient $r$ impinge on the array from $[-15.12^\circ, 5.37^\circ]$ while an uncorrelated signal impinges on the array from 42.95°. The correlation coefficient $r$ is set to 0.9 and 1 in Fig. 9(a) and Fig. 9(b), respectively. Other settings remain the same as the last experiment considered in Sec. 4.2.

Both Fig. 8 and Fig. 9 show that the proposed AOP-DOA and AOP&AP-DOA algorithms have a relatively higher success probability when compared with $l_1$-SVD, PSBL and MUSIC. In addition, the success probability of the proposed AOP&AP-DOA is able to coincide well with that of the AP-MLE, and is not lower than that of the RELAX. Remark that when signals are coherent, i.e., $r = 1$, the RMSE of $l_1$-SVD is relatively higher than the threshold $\epsilon$ (cf. Fig. 6(a)). So the success probability of $l_1$-SVD is low. Meanwhile, the MUSIC is inefficient for identifying DOAs of coherent signals, hence it fails.

Figure 10 tests the proposed AOP-DOA and AOP&AP-DOA algorithms by using a uniform circular array (UCA), where we consider azimuth-only DOA estimation and assume a group of two coherent signals impinging from $[-15.12^\circ, 5.37^\circ]$ and an uncorrelated signal impinging from 42.95°. The SNR ranges from $-15$ dB to 20 dB. $M = 15$ and the UCA is considered with two different radii. It can be seen that the proposed two algorithms are applicable to UCA, and this is because they have no limitation on antenna array geometry.

![Fig. 8. Probability of success comparison for two uncorrelated signals impinging from $[5.37^\circ, 5.37^\circ - \Delta]$, where $\Delta$ ranges from 2° to 20° and the SNR is fixed at 10 dB.](image)

![Fig. 9. Probability of success comparison for a mixture of uncorrelated and correlated signals, where a group of two correlated signals with correlation coefficient $r$ impinging from $[-15.12^\circ, 5.37^\circ]$ and an uncorrelated signal impinging from 42.95°.](image)

![Fig. 10. Probability of success versus SNR when $r = 0.9$.](image)
5. Conclusion

In this paper, a new iterative AOP-DOA algorithm is proposed for the DOA estimation of uncorrelated and correlated signals. To reduce the computational complexity of AOP-DOA, an algorithm named AOP&AP-DOA, which is a combination of AOP-DOA and AP-MLE, is also proposed.

Both AOP-DOA and AOP&AP-DOA are able to estimate DOAs of uncorrelated, partially correlated and coherent signals. The simulation results indicate that they exhibit excellent performance in terms of accuracy, success probability and complexity, when compared with MUSIC, $l_1$-SVD, PSBL, RELAX and AP-MLE. Firstly, for coherent signals, AOP-DOA has a distinct advantage over MUSIC in terms of DOA estimation since the latter algorithm is not applicable to this case. Secondly, compared with $l_1$-SVD and PSBL, AOP-DOA presents better estimation accuracy within moderate to high SNR region and presents a relatively higher success probability in low SNR region. Thirdly, the complexities of AOP-DOA and RELAX are approximately presented at the same level, but when the angular separation is small, for uncorrelated signals, the accuracy and success probability of AOP-DOA are higher than those of RELAX. Lastly, when compared with AP-MLE, the proposed AOP-DOA not only exhibits a much lower computational complexity but also shows competitive success probability and accuracy.

Compared with AOP-DOA, the AOP&AP-DOA not only keeps the merits of AOP-AOP, but also can be implemented with a much lower computational cost when proper adaptive grid refinement strategy is applied. In addition, both AOP-DOA and AOP&AP-DOA are not restricted by the array geometry. Extensive experiments have been undertaken to verify our analysis and demonstrate the performance of our algorithms in cases of uncorrelated and correlated signals as compared to the existing ones. Note that only the white noise scenario is analyzed in this paper. Future work includes extension of the proposed algorithms to general noise environments [50], [20].
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Appendix A: Proof of (12)

After AOP-DOA achieves convergence, it follows from (10) and (11) that

\[ s_k (t) = a^\dagger (\Theta_k) y_k (t) . \]  

(27)

Substituting (7) into (27), then we have

\[ s_k (t) = a^\dagger (\Theta_k) (I - E_{B_k} a(\Theta_k)) z (t) \]  

(28)

Substituting (28) into (3), it follows that

\[ \frac{1}{L} \sum_{l=1}^{L} \left\| x (t_l) - \sum_{k=1}^{K} a(\Theta_k) s_k (t_l) \right\|^2 \]

\[ = \frac{1}{L} \sum_{l=1}^{L} \left\| x (t_l) - \sum_{k=1}^{K} P_{a(\Theta_k)} (I - E_{B_k} a(\Theta_k)) z (t_l) \right\|^2 \]  

(29)

According to Appendix B, we have

\[ P_{a(\Theta)} = \sum_{k=1}^{K} P_{a(\Theta_k)} (I - E_{B_k} a(\Theta_k)) \]  

(30)

Consequently, (29) can be rewritten as

\[ \frac{1}{L} \sum_{l=1}^{L} \left\| x (t_l) - \sum_{k=1}^{K} a(\Theta_k) s_k (t_l) \right\|^2 = \frac{1}{L} \sum_{l=1}^{L} \left\| x (t_l) - P_{a(\Theta)} z (t_l) \right\|^2 \]  

(31)

Substituting (1) into (31), then we have

\[ \frac{1}{L} \sum_{l=1}^{L} \left\| x (t_l) - \sum_{k=1}^{K} a(\Theta_k) s_k (t_l) \right\|^2 \]

\[ = \frac{1}{L} \sum_{l=1}^{L} \left\| P_{a(\Theta)} z (t_l) + n (t_l) \right\|^2 = \text{tr} \left\{ \hat{R}_n \right\} = \hat{\sigma}^2 . \]  

(32)

where \( \hat{R}_n = \frac{1}{L} \sum_{l=1}^{L} n (t_l) n^\dagger (t_l) = \hat{\sigma}^2 I \).

Substituting (8) into (31), then we have

\[ \frac{1}{L} \sum_{l=1}^{L} \left\| x (t_l) - \sum_{k=1}^{K} a(\Theta_k) z (t_l) \right\|^2 \]

\[ = \frac{1}{L} \sum_{l=1}^{L} \left\| P_{a(\Theta)} x (t_l) + P_{a(\Theta)} n (t_l) \right\|^2 = \text{tr} \left\{ P_{a(\Theta)} \hat{R}_n \right\} + \text{tr} \left\{ P_{a(\Theta)} \hat{R}_x \right\} + K \hat{\sigma}^2 . \]

(33)

It follows from (32) and (33) that

\[ \frac{1}{(M - K) L} \sum_{l=1}^{L} \left\| x (t_l) - \sum_{k=1}^{K} a(\Theta_k) s_k (t_l) \right\|^2 - \frac{K \hat{\sigma}^2}{M - K} \]

\[ = \frac{1}{M - K} \text{tr} \left\{ P_{a(\Theta)} \hat{R}_x \right\} = \hat{\sigma}^2 . \]  

(34)

Appendix B: Proof of (30)

It follows from (6) and [30] that

\[ \sum_{k=1}^{K} E_{a(\Theta_k), B_k} A (\Theta) \]

\[ = \sum_{k=1}^{K} \left[ E_{a(\Theta_k), B_k} a(\Theta_1), \ldots, E_{a(\Theta_k), B_k} a(\Theta_K) \right] \]

\[ = A (\Theta) . \]  

(35)

Note that \( P_{a(\Theta_k), B_k} A (\Theta) = 0 \) and \( P_{a(\Theta_k), B_k} E_{a(\Theta_k), B_k} = 0 \).

(36)

Note that \( P_{a(\Theta_k), B_k} A (\Theta) = 0 \) and \( P_{a(\Theta_k), B_k} E_{a(\Theta_k), B_k} = 0 \).

It follows that \( E_{a(\Theta_k), B_k} = P_{a(\Theta_k), E_{a(\Theta_k), B_k}} = P_{a(\Theta_k), B_k} (I - E_{B_k} a(\Theta_k)) \) and \( E_{a(\Theta_k), B_k} P_{a(\Theta)} = E_{a(\Theta_k), B_k} \) .

(37)

Substituting (37) into (36), then

\[ P_{a(\Theta)} = \sum_{k=1}^{K} E_{a(\Theta_k), B_k} = \sum_{k=1}^{K} P_{a(\Theta_k)} (I - E_{B_k} a(\Theta_k)) \]  

(38)