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Abstract. A blind adaptive color image watermarking
scheme based on principal component analysis, singular
value decomposition, and human visual system is proposed.
The use of principal component analysis to decorrelate the
three color channels of host image, improves the percep-
tual quality of watermarked image. Whereas, human visual
system and fuzzy inference system helped to improve both
imperceptibility and robustness by selecting adaptive scal-
ing factor, so that, areas more prone to noise can be added
with more information as compared to less prone areas. To
achieve security, location of watermark embedding is kept
secret and used as key at the time of watermark extraction,
whereas, for capacity both singular values and vectors are
involved in watermark embedding process. As a result, four
contradictory requirements; imperceptibility, robustness, se-
curity and capacity are achieved as suggested by results.
Both subjective and objective methods are acquired to ex-
amine the performance of proposed schemes. For subjective
analysis the watermarked images and watermarks extracted
from attacked watermarked images are shown. For objec-
tive analysis of proposed scheme in terms of imperceptibility,
peak signal to noise ratio, structural similarity index, vi-
sual information fidelity and normalized color difference are
used. Whereas, for objective analysis in terms of robustness,
normalized correlation, bit error rate, normalized hamming
distance and global authentication rate are used. Security
is checked by using different keys to extract the watermark.
The proposed schemes are compared with state-of-the-art
watermarking techniques and found better performance as
suggested by results.
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1. Introduction
The enormous usage and afford-ability of Internet

across the world, has made it easy to access online litera-
ture in the form of pictures, audios, videos, books, etc. The
data available online can be downloaded, and then can be
redistributed its copies multiple times, without any distin-
guishable difference between original and copied material.
This illegal distribution and copyright violation results in the
form of millions of dollars loss [1]. To overcome this illicit
distribution and copyright violation digital watermarking is
proposed as a prominent solution [2–7].

Watermarking is the way of embedding some informa-
tion (image, audio, strings) into another data (image, audio,
video, pdf file). The embedded data can later be extracted to
prove the ownership. If the data which is being protected by
embedding information in it is image, then this type of wa-
termarking is called image watermarking. The information
which is being hidden is called watermark, and the image
in which watermark is hidden is called host image, and the
resultant image is known as watermarked image. In terms
of information required at the time of watermark extraction,
watermarking is divided into blind and non-blind [2]. In
later case, original image is required (and may be key) at the
time of watermark extraction, whereas in former watermark-
ing type there is no need of original image for extraction of
watermark [3]. Therefore, blind watermarking is considered
to be more secure and convenient, hence in this paper blind
watermarking schemes are proposed.

The watermarking scheme for gray scale [2], [4], [5]
and for color images [1], [3], [6], [7] are available in litera-
ture. One additional challenge of color image watermarking
is that the three channels R, G, and B are highly corre-
lated [3], [8], hence modification of one channel affects other
channels severally and as a result the quality of whole im-
age is compromised. This adverse effect can be avoided if
Principal Component Analysis (PCA) [9] is used. In the pro-
posed scheme PCA is used to decorrelate the three channels.
In most cases either the same amount of information is em-
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bedded or modification in host image is made, same is case
with [3], [6]. Whereas in actual there are some regions in
image which are more tolerable to noise as compared to oth-
ers. Therefore embedding more information in areas which
are more prone to noise and less data into regions which are
more susceptible to alterations. In this way both impercep-
tibility and robustness can be achieved simultaneously. For
this purpose Human Visual System (HVS) and Fuzzy Infer-
ence System (FIS) are used to find adaptive scaling factor so
that the amount of information is embedded according to the
acceptability of host image.

In addition to perceptual quality of watermarked image
and robustness, an other concern is that neither original nor
false watermark should be extracted intentionally or uninten-
tionally as was the case with [10–12]. Where, with the help
of fake keys (singular vectors) a watermark different than the
embeddedwatermark is extracted, which completely destroys
the purpose of copyright protection. Therefore in designing
proposed scheme, special attention is given to security and
it is ensured that neither original nor false watermark is ex-
tracted as suggest by results in Sec. 5.3. The proposed scheme
is discussed in detail in the following sections.

2. Proposed Scheme
In this paper two watermarking schemes are proposed.

In proposed scheme 1, HVS and FIS are used together to
find the areas where more information can be embedded, and
regions where less data should be concealed. In this way
two contradictory requirements of watermarking techniques;
imperceptibility and robustness can be achieved. The per-
ceptual quality of watermarked image is also improved due
to the use of PCA. The third and utmost important quality
is the security of watermarking scheme, which is given spe-
cial attention in designing both the techniques. To achieve
security, a different way of choosing elements for modifi-
cations from U , S and V are selected. In this way not only
security but robustness and capacity are also improved as sug-
gested by results in Sec. 5.2 and 5.3. In proposed scheme 2,
HVS and FIS are not employed to find adaptive scaling fac-
tors, hence proposed scheme 1 is general case of proposed
scheme 2. Since the proposed schemes are mostly relying on
SVD, therefore, techniques chosen for comparision are also
based on SVD. Both schemes are compared with state-of-
the-art techniques [3], [6], [13], [14] and found that proposed
schemes outperform. As HVS and FIS are used in this paper,
therefore, they are discussed in following sections.

2.1 Human Visual System
Given an image I of size M × N , the luminance mask-

ing [15] ML , is calculated as follows:

ML (x, y) = max{ f1(bg(x, y),mg(x, y)), f2(bg(x, y))} (1)

where

f1
(
bg(x, y),mg(x, y)

)
= mg(x, y)α

{
bg(x, y)) + β(bg(x, y)

}
,

f2(bg(x, y)) =



To

(
1 −

(
bg(x,y)

127

)0.5)
+ 3, bg(x, y) ≤ 127,

γ(bg(x, y) − 127) + 3, bg(x, y) > 127,

α(bg(x, y)) =
{

0.0001bg(x, y) + 0.115,
1 ≤ x ≤ H, 1 ≤ y ≤ W,

β(bg(x, y)) = λ − 0.01bg(x, y),

f1 is the spatial masking function, bg(x, y) is the background
luminance, mg(x, y) is the maximum weighted average of
luminance differences around the pixel at location (x, y),
W = M/2 and H = N/2. f2, α and β are the background
luminance dependent functions. The value of some other
parameters are: T0 = 17, γ = 3/128, and λ = 1/2. In order to
know about the selection of parameter’s values readers may
refer [15]. mg(x, y) and bg(x, y) are calculated as follows:

mg(x, y) = max
k=1,2,3,4

{|gradk (x, y) |},

gradk (x, y) =
1
16

5∑
i=1

5∑
j=1

I (x − 3 + i, y − 3 + j)Gk (i, j),

bg(x, y) =
1

32

5∑
i=1

5∑
j=1

I (x − 3 + i, y − 3 + j)B(i, j).

The values of G1, G2, G3, G4 and B are shown below:

G1=



0 0 0 0 0
1 3 8 3 1
0 0 0 0 0
−1 −3 −8 −3 −1
0 0 0 0 0



,G2=



0 0 1 0 0
0 8 3 0 0
1 3 0 −3 −1
0 0 −3 −8 0
0 0 −1 0 0



,

G3 =



0 0 1 0 0
0 0 3 8 0
−1 −3 0 3 1
0 −8 −3 0 0
0 0 1 0 0



,G4 =



0 1 0 −1 0
0 3 0 −3 0
0 8 0 −8 0
0 3 0 −3 0
0 1 0 −1 0



,

B =



1 1 1 1 1
1 2 2 2 1
1 2 0 2 1
1 2 2 2 1
1 1 1 1 1



.

Remark 1: Since, darkness is more tolerable (then bright-
ness) to watermark [15], [16]. More alternation can be made
into dark areas as compared to bright regions of image, in
this way, imperceptibility and robustness can be achieved.

2.2 Fuzzy Inference System
Mamdani fuzzy inference system [17] is used to find the

adaptive scaling factor αML using luminance masking shown
in (1). The membership functions for luminance masking is
shown in Fig. 1.
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Fig. 1. Membership function for luminance masking.

Fig. 2. Membership function for αML .
Where the values A1, B1, C1, D1 and E1 are calculated as:

A1 =
W

min
x=1

H
min
y=1

(ML ), (2)

C1 =
1

W H

W∑
x=1

H∑
y=1

ML (x, y), (3)

E1 =
Wmax
x=1

Hmax
y=1

ML (x, y). (4)

In order to chose B1 and D1, following condition must be
satisfied

C1 − B1 = D1 − C1.

The membership function for adaptive scaling factor αML is
shown in Fig. 2.

The rules used for calculating αML are as follows:

Ru1 : IF ML is large, THEN αML is large,
Ru2 : IF ML is medium, THEN αML is medium,
Ru3 : IF ML is small, THEN αML is small.

The detailed procedure of watermark embedding and extrac-
tion are discussed in following sections.

3. Proposed Scheme 1
In proposed scheme 1, human visual system is used to

find the areas of image which are more prone to alterations,
and areas which are less prone to disturbances. The informa-
tion of HVS is then used in FIS to find adaptive scaling factor
for watermark embedding, so that the areas which are more
prone to noise, can be embedded with more information as
compared to areas which are less prone. In this way both;
imperceptibility and robustness can be achieved as suggested
by results in Sec. 5. The detailed procedure of watermark

embedding and extraction are discussed in Sec. 3.1 and 3.2
respectively.

3.1 Watermark Embedding
1. Let the original image I is decomposed into three chan-

nels R, G, and B

R =



r11 r12 . . . r1N
r21 r22 . . . r2N
...

...
. . .

...
rM1 rM2 . . . rMN



,

G =



g11 g12 . . . g1N
g21 g22 . . . g2N
...

...
. . .

...
gM1 gM2 . . . gMN



,

B =



b11 b12 . . . b1N
b21 b22 . . . b2N
...

...
. . .

...
bM1 bM2 . . . bMN



,

M and N defines the size of image.

2. Let a covariance matrix C be computed as

C =
1

M N
(AAT) = Q ∧Q−1 (5)

where
A =


r11 . . . r1N r21 . . . r2N . . . rM1 . . . rMN

g11 . . . g1N g21 . . . g2N . . . gM1 . . . gMN

b11 . . . b1N b21 . . . b2N . . . bM1 . . . bMN


,

Q =


q11 q12 q13
q21 q32 q33
q31 q32 q33


, ∧ =



λ11 0 0
0 λ22 0
0 0 λ33


,

λ11 ≥ λ22 ≥ λ33 are eigenvalues in descending order.

3. The principal components [18] of covariance matrix C
are calculated as

P =


Pr

Pg

Pr


= QT A =

=



pr11 . . . pr1N pr21 . . .
pg11 . . . pg1N pg21 . . .
pb11 . . . pb1N pb21 . . .

. . . pr2N . . . prM1 . . . prMN

. . . pg2N . . . pgM1 . . . pgMN

. . . pb2N . . . pbM1 . . . pbMN


.

Remark 2: Since R, G and B components are highly
correlated [3], [7] and [8], modification in one channel
causes alteration in other two channels, as a result im-
perceptibility is affected severely. However, this can be
avoided if PCA [9] is used to decorrelate these R, G and
B components.



826 M. IMRAN, B. A. HARVEY, A BLIND ADAPTIVE COLOR IMAGE WATERMARKING SCHEME USING PCA, SVD AND HVS

4. Let matrix Prn is formed from row vector Pr of matrix
P as shown below

Prn =



pr11 pr12 . . . pr1N

pr21 pr22 . . . pr2N
...

...
. . .

...
prM1 prM2 . . . prMN



.

Remark 3: Since Prn is composed of components from
Pr and contains most of the information [9], therefore
it is chosen for watermark embedding.

5. Let Prn is divided into non-overlapping blocks A1,
A2, . . .Apq. Where the size of each block is 4 × 4,
p ≤ M/4 and q ≤ N/4.

6. Let each block is decomposed using SVD as follows

Ai = UiSiV T
i , i = 1, 2, . . . , pq (6)

where S is a diagonal matrix containing singular values
in descending order, whereas, U and V represent the
left and right singular vectors respectively.
Remark 4: Small perturbation in image does not cause
large variation in singular values and vice versa [5], [7].
Remark 5: Singular values contain intrinsic properties
of image, whereas geometric information is maintained
by corresponding singular vectors [5], [7].

7. Compute the covariance matrix of each block Ai . Se-
lect the column number with lowest covariance (vari-
ance) value, and then location of two values with low-
est covariance values within that selected column from
covariance matrix of each block. In this way three
numbers are selected for each block, and those selected
locations will later be used as key at the time of water-
mark extraction. For instance ( f , e and g) are selected,
where, ‘ f ’ represents the column number with lowest
covariance value, ‘e’ and ‘g’ denoting the locations of
two values with lowest covariance values from selected
columns. These three numbers are used to select two
numbers from U and V for modifications. For example
in case of ( f , e, and g), tow numbers at location (e, f )
and (g, f ) from U, similarly two values from location
( f , e) and ( f , g) from V are selected for watermark em-
bedding. In addition to that singular values either at
location (e, e) or (g, g) based on embedding bits are
modified as shown in (7)–(10). It is shown in result in
Sec. 5 that the procedure described above for choosing
two numbers for modifications gives better results in
terms of imperceptibility.

8. Let the luminance masking MLi for each block Ai,
where i = 1, 2, 3, . . . , pq is calculated using (1).

9. The adaptive scaling factor αMLi (g, f ), αMLi (e, f ),
αMLi ( f , g) and αMLi ( f , e) of each block Ai for values
of selected positions are calculated by utilizing lumi-
nance masking values MLi of block ‘i′.

10. Given a watermark W of size M/4 × N/4, the water-
marking bits Wi are embedded as described below in
(7)–(10).
Case 1: If embedding bit is 1 i.e. (Wi = 1).

if e < g︷                                                                       ︸︸                                                                       ︷
uwi (e, f ) = sgn

(
ui (e, f )

)
×

(
Ūi + (βαMLi (e, f ))/2

)
uwi (g, f ) = sgn

(
ui (g, f )

)
×

(
Ūi − (βαMLi (g, f ))/2

)
vwi ( f ,e) = sgn

(
vi ( f ,e)

)
×

(
V̄i + (βαMLi ( f , e))/2

)
vwi ( f ,g) = sgn

(
vi ( f ,g)

)
×

(
V̄i − (βαMLi ( f , g))/2

)
swi (g,g) = 3 × si (e,e)




(7)

If e > g︷                                                                       ︸︸                                                                       ︷
uwi (g, f ) = sgn

(
ui (g, f )

)
×

(
Ūi + (βαMLi (g, f ))/2

)
uwi (e, f ) = sgn

(
ui (e, f )

)
×

(
Ūi − (βαMLi (e, f ))/2

)
vwi ( f ,g) = sgn

(
vi ( f ,g)

)
×

(
V̄i + (βαMLi ( f , g))/2

)
vwi ( f ,e) = sgn

(
vi ( f ,e)

)
×

(
V̄i − (βαMLi ( f , e))/2

)
swi (e,e) = 3 × si (g,g)




(8)

Case 2: If embedding bit is 0 i.e. (Wi = 0).

If e < g︷                                                                       ︸︸                                                                       ︷
uwi (e, f ) = sgn

(
ui (e, f )

)
×

(
Ūi − (βαMLi (e, f ))/2

)
uwi (g, f ) = sgn

(
ui (g, f )

)
×

(
Ūi + (βαMLi (g, f ))/2

)
vwi ( f ,e) = sgn

(
vi ( f ,e)

)
×

(
V̄i − (βαMLi ( f , e))/2

)
vwi ( f ,g) = sgn

(
vi ( f ,g)

)
×

(
V̄i + (βαMLi ( f , g))/2

)
swi (g,g) = 3 × si (e,e)




(9)

If e > g︷                                                                        ︸︸                                                                        ︷
uwi (g, f ) = sgn

(
ui (g, f )

)
×

(
Ūi − (βαMLi (g, f ))/2

)
uwi (e, f ) = sgn

(
ui (e, f )

)
×

(
Ūi + (βαMLi (e, f ))//2

)
vwi ( f ,g) = sgn

(
vi ( f ,g)

)
×

(
V̄i − (βαMLi ( f , g))//2

)
vwi ( f ,e) = sgn

(
vi ( f ,e)

)
×

(
V̄i + (βαMLi ( f , e))//2

)
swi (e,e) = 3 × si (g,g)




(10)

where

sgn(x) =




−1, ifx < 0,
0, ifx = 0,
1, ifx > 0,

Ūi =
|ui(e, f ) + ui(g, f ) |

2
, V̄i =

|vi( f ,e) + vi( f ,g) |

2
.

Wi represents the watermark bit, where 1 ≤ i ≤
M N/16. In (7)–(10), β represents the threshold defin-
ing the amount of change in values, whereas, uwi(e, f ) ,
uwi(g, f ) , vwi( f ,e) , vwi( f ,g) , swi(e,e) , and swi(g,g) repre-
sents the modified (watermark added) values at loca-
tions (e, f ), (g, f ), ( f , e), ( f , g), (e, e) and (g, g) re-
spectively for block i. For (7) and (9) the key would be



RADIOENGINEERING, VOL. 26, NO. 3, SEPTEMBER 2017 827

Ki = { f , e, g} whereas in case of (8) and (10) key would
be Ki = { f , g, e} for block i.
Remark 6: Modification in columns of U as compared
to rows of U are less visible, likewise, in V the modifi-
cation in rows are less visible as compared to changes
in columns in V [4].

11. Let the modified blocks are formed as follows

Awi = UwiSwiV T
wi, i = 1, 2, . . . pq, (11)

where, the subscript ‘w’ is representing the modified
(or watermark added) blocks.

12. Themodified blocksAw1,Aw2, . . . ,Awpq are combined
to formmodified first principal component Prnw , where

Prnw =



Prw11 Prw12 . . . Prw1N

Prw21 Prw22 . . . Prw2N
...

...
. . .

...
PrwM1 PrwM2 . . . PrwMN



.

13. The modified principal components are obtained as

Pw =



Prw

Pg

Pb



where Prw is a row vector, obtained from Prnw.

14. The matrix Aw is obtained as

Aw = QPw =

=



rw11 . . . rw1N rw21 . . .
g11 . . . g1N g21 . . .
b11 . . . b1N b21 . . .

. . . rw2N . . . rwM1 . . . rwMN

. . . g2N . . . gM1 . . . gMN

. . . b2N . . . bM1 . . . bMN


.

15. Finally, RW ,G and B channels are combined to form
the watermarked image Iw , where

RW =



rw11 rw11 . . . rw1N
rw21 rw22 . . . rw2N
...

...
. . .

...
rwM1 rwM2 . . . rwMN



.

3.2 Watermark Extraction
1. Let receivedwatermarked image Îw be decomposed into

its components R̂w, Ĝ, and B̂, where

R̂w =



ˆrw11 ˆrw12 . . . ˆrw1N
ˆrw21 ˆrw22 . . . ˆrw2N
...

...
. . .

...
ˆrwM1 ˆrwM2 . . . ˆrwMN



,

Ĝ =



ĝ11 ĝ12 . . . ĝ1N
ĝ21 ĝ22 . . . ĝ2N
...

...
. . .

...
ĝM1 ĝM2 . . . ĝMN



,

B̂ =



b̂11 b̂12 . . . b̂1N
b̂21 b̂22 . . . b̂2N
...

...
. . .

...

b̂M1 b̂M2 . . . b̂MN



.

2. Let a covariance matrix Ĉ be computed as

Ĉ =
1

M N
( ÂÂT) = Q̂∧̂Q̂−1 (12)

where

Â =


ˆrw11 . . . ˆrw1N ˆrw21 . . .
ĝ11 . . . ĝ1N ĝ21 . . .

b̂11 . . . b̂1N b̂21 . . .

. . . ˆrw2N . . . ˆrwM1 . . . ˆrwMN

. . . ĝ2N . . . ĝM1 . . . ĝMN

. . . b̂2N . . . b̂M1 . . . b̂MN


.

Q̂ =


q̂11 q̂12 q̂13
q̂21 q̂32 q̂33
q̂31 q̂32 q̂33


, ∧̂ =



λ̂11 0 0
0 λ̂22 0
0 0 λ̂33


,

λ̂11 ≥ λ̂22 ≥ λ̂33 are eigenvalues in descending order.

3. The principal components of covariance matrix Ĉ are
calculated as

P̂w =



P̂rw

P̂g

P̂b


= Q̂T Â =

=



P̂rw11 . . . P̂rw1N P̂rw21 . . .

P̂g11 . . . P̂g1N P̂g21 . . .

P̂b11 . . . P̂b1N P̂b21 . . .

. . . P̂rw2N . . . P̂rwM1 . . . P̂rwMN

. . . P̂g2N . . . P̂gM1 . . . P̂gMN

. . . P̂b2N . . . P̂bM1 . . . P̂bMN


.

4. Let matrix P̂rnw is obtained by converting row vector
Prw into a matrix of size M × N as shown below

P̂rnw =



P̂rw11 P̂rw12 . . . P̂rw1N

P̂rw21 P̂rw22 . . . P̂rw2N
...

...
. . .

...

P̂rwM1 P̂rwM2 . . . P̂rwMN



.

5. The P̂rnw is divided into non-overlapping blocks
Âw1, Âw2, . . . Âwpq , each of size 4 × 4. Using SVD,
each block is decomposed as follows:

Âwi = Ûwi ŜwiV̂ T
wi, i = 1, 2, . . . , pq. (13)
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6. Based on keys: Ki = {k1, k2, k3}, the watermarking bits
are extracted as follows:

ξ =



1, if ûwi(k2,K1) ≤ ûwi(k3,K1),

0, otherwise.
(14)

ζ =



1, if v̂wi(k1,K2) ≤ v̂wi(k1,K3),

0, otherwise.
(15)

ψ =



1, if ŝwi(k2,K2) ≤ ŝwi(k3,K3),

0, otherwise.
(16)

Once three values ξ, ζ , and ψ are calculated for each
block, then watermarking bits are extracted as follows.

Ŵi =



ψ, if
(
ξ = ψ

)
∨

(
ζ = ψ

)
,

ϑ, otherwise
(17)

where

ϑ = Mode
{
ξ, ψ, ζ

}
.

4. Proposed Scheme 2
The only difference in proposed scheme 1 and 2 is that,

in scheme 2 neither HVS nor FIS used to find adaptive fac-
tor αML for watermark embedding. Instead only constant
scaling factor β having values from 0.1 to 0.9 with a step
size of 0.2 is used. The watermark embedding and extraction
procedure are described in following sections.

4.1 Watermark Embedding
Eliminating step 8 and step 9, and the terms αMLi (g, f ),

αMLi (e, f ), αMLi ( f , g) and αMLi ( f , e) from (7)–(10) of
Sec. 3.1 will reduce to watermark embedding procedure of
proposed scheme 2.

4.2 Watermark Extraction
The watermark extraction procedure of proposed

scheme 2 is same as of proposed scheme 1 which is described
in Sec. 3.2.

5. Experimental Results
In order to test the performance of proposed schemes

a number of experiments were performed. For this purpose
six different images shown in Fig. 3, each of size 512 × 512
were used as host images. Whereas for watermark a bi-
nary image shown in Fig. 4(a) of size 64 × 64 was used.
The performance of proposed schemes is evaluated in terms
of imperceptibility, robustness, security and capacity, which
are discussed in following sections.

5.1 Imperceptibility
To end user the original and watermarked image should

look similar, in other words, there should be no visible dif-
ference between original and watermarked images [3], this

is referred as imperceptibility. For qualitative analysis wa-
termarked images are shown in Fig. 3, whereas, for quan-
titative evaluation Peak-Signal-to-Noise-Ration (PSNR) [7]
shown in (18) is used tomeasure imperceptibility. The PSNR
for proposed scheme 1 for different images and for distinct
constant scaling factor is shown in Tab. 1. The use of con-
stant scaling factor here is only for reference, otherwise, pro-
posed scheme1performswellwithout constant scaling factor.
The watermarked images are shown for proposed scheme 1,
however, the watermarked images obtained from proposed
scheme 2 also have good perceptual quality.

PSN R(dB) = 10 log10

(
G2

H

)
(18)

where

G = max{I (m, n) : 1 ≤ m ≤ M, 1 ≤ n ≤ N },

H =
1

M × N

M∑
m=1

N∑
n=1

(
I (m, n) − Iw (m, n)

)2.

Images Constant Scaling Factor (β)
0.1 0.3 0.5 0.7 0.9

Lena 57.2311 56.5784 55.9255 55.2696 54.6518
Baboon 46.7905 46.5187 46.2263 45.9465 45.6602
Autumn 55.6855 53.8721 51.8756 50.1673 48.5929
Airplane 55.0401 54.4737 53.9122 53.3167 52.7232
Peppers 59.5511 58.4239 57.2720 56.1712 55.0926
Crane 54.5905 54.1370 53.6779 53.2249 52.7693

Tab. 1. PSNR for different values of scaling factors (Proposed
scheme 1).

The proposed schemes are compared with state-of-the-
art schemes in terms of PSNR as shown in Tab. 2. It is clearly
visible that both proposed schemes performs well with the
compared techniques in terms of PSNR. However, the pro-
posed scheme 1 outperforms proposed scheme 2 in terms of
imperceptibility, and that is due to the use of HVS and FIS
to find adaptive scaling factors.

Images
For Constant Scaling Factor β = 0.5

Proposed Presented in
1 2 [6] [3] [13] [14]

Lena 55.9255 42.0455 38.7070 36.1329 38.9620 34.3263
Baboon 46.2263 37.3587 30.2003 27.5918 33.0635 27.3159
Autumn 51.8756 41.7374 37.9715 35.0159 36.0157 33.6153
Airplane 53.9122 39.9456 38.8983 35.4927 37.3391 34.7828
Peppers 57.2720 39.6113 38.6906 34.2894 38.8031 33.2607
Crane 53.6779 45.7264 44.9576 38.5728 40.0731 37.0299

Tab. 2. PSNR for different techniques.

Generally the quality of watermarked images can ei-
ther be evaluated qualitatively or qualitatively. For qualita-
tive evaluation of proposed scheme both original and water-
marked images are shown in Fig. 3. For quantitativemeasure-
ment, PSNR shown in (18) is used, the results and compari-
sion are shown in Tab. 1 and Tab. 2 respectively. However,
PSNR is not only the metric to measure the quality of water-
marked images, Structural Similarity Index (SSIM), Visual
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 3. Host and watermarked images (512 × 512) for proposed scheme 1 (β = 0.5) (a). Lena (original), (b). Lena (watermarked) (c). Ba-
boon (original) (d). Baboon (watermarked) (e). Autumn (original) (f). Autumn (watermarked) (g). Airplane (original) (h). Airplane
(watermarked) (i). Peppers (original) (j). Peppers (watermarked) (k). Crane (original) (l). Crane (watermarked).

Information Fidelity (VIF) and Normalized Color Difference
(NCD) also used to examine the quality of watermarked im-
ages, quantitatively. Therefore, in this paper in addition to
PSNR, SSIM, VIF and NCD are also utilized for evalua-
tion [3]. SSIM [19] utilizes luminance (L), contrast (C) and
structural information (S) to find the distortion introduced
in watermarked images. Given original I and watermarked
Iw images, the SSIM can be calculated using (19).

SSI M (I, Iw) = L(I, Iw )γL × S(I, Iw )γS × C(I, Iw )γC (19)

where γL > 0, γL > 0 and γL > 0, are constant used
to describe the dependency of each component. For equal
contribution of L, S and C in the calculation of SSIM,
γL = γS = γC = 1 are set equal to 1. The L, C and S
defined in (19) are calculated as follows.

L(I, Iw ) =
2µI µIw + C1

µ2
I + µ

2
Iw
+ C1

, C(I, Iw ) =
2ρI ρIw + C2

ρ2
I + ρ

2
Iw
+ C2

,

S(I, Iw ) =
ρI Iw + C3

ρ2
I ρ

2
Iw
+ C3

(20)

where µI, µIw , ρI and ρIw denotes the mean and covariance
of host and watermarked images respectively. C1, C2 and
C3 are small constants used to avoid the situations where the
sum of means or covariances can be zero. Using (20) and
setting C3 = C2/2 in (19), will result in the form of equation
shown below

SSI M =
(
2µI µIw + C1

)
×

(
2ρI ρIw + C2

)(
2µ2

I + µ
2
Iw
+ C1

)
×

(
2ρ2

I + ρ
2
Iw
+ C2

) . (21)
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Images
For Constant Scaling Factor β = 0.5

Proposed Presented in
1 2 [6] [3] [13] [14]

Lena 0.9580 0.9088 0.8366 0.7810 0.8422 0.6881
Baboon 0.9118 0.8796 0.7911 0.7228 0.8661 0.5972
Autumn 0.9439 0.9279 0.8442 0.7785 0.8007 0.7266
Airplane 0.9428 0.8921 0.8687 0.7926 0.8338 0.7383
Peppers 0.9653 0.9130 0.8918 0.7904 0.8944 0.6775
Crane 0.9259 0.9033 0.8574 0.7356 0.7642 0.6797

Tab. 3. SSIM for different techniques.

The comparision of proposed schemes with existing
techniques in terms of SSIM shown in Tab. 3, clearly demon-
strates the improvement of proposed schemes over present
watermarking techniques.

VIF [20] introduced in 2006 is also used to asses the
quality of images. In this paper VIF shown in (22), is also
used to examine the quality of watermarked images with re-
spect to original host images

V IF =
∑

j∈channels I
(−→
C N, j,

−→
I N, j |sN, j

)
∑

j∈channels I
(−→
C N, j,

−→
IwN, j |sN, j

) (22)

where I
(−→
C N, j,

−→
I N, j |s

)
and I

(−→
C N, j,

−→
I N, j |s

)
represent the

information that a brain can extract from images us-
ing HVS of original and watermarked images respec-
tively, −→C N, j represents the N elements of random field
Cj for j − th sub-band. For detailed description
of parameters and calculation of information I from
host and watermarked images, [20] can be referred.

The comparison in terms of VIF of proposed
schemes with that of state-of-the-art techniques is shown
in Tab. 4. The better visual quality of water-
marked images obtained from proposed schemes is
clearly visible from the results shown in Tab. 4.

Finally, NCD [3] shown in (23), is also
used to evaluate the quality of watermarked images.

NCD =

M∑
i=1

N∑
j=1

√(
L(i, j) − Lw (i, j)

)2
+

(
a(i, j) − aw (i, j)

)2
+

(
b(i, j) − bw (i, j)

)2

M∑
i=1

N∑
j=1

√(
L(i, j)

)2
+

(
a(i, j)

)2
+

(
b(i, j)

)2
(23)

whereL represents the luminance, a and bdenote the chromi-
nance. It should be noted that in order to calculate NCD,
the RGB color model must be converted to Lab color space.
The performance of proposed scheme is calculated in terms of
NCDand comparedwith existing schemes as shown in Tab. 5.

Images
For Constant Scaling Factor β = 0.5

Proposed Presented in
1 2 [6] [3] [13] [14]

Lena 0.8959 0.8423 0.7954 0.7425 0.8006 0.7053
Baboon 0.8584 0.8154 0.7592 0.6936 0.7811 0.6866
Autumn 0.8764 0.8282 0.7535 0.6948 0.7146 0.6670
Airplane 0.8886 0.8343 0.8124 0.7413 0.7799 0.7265
Peppers 0.9138 0.8779 0.8575 0.7600 0.8600 0.7372
Crane 0.8805 0.8548 0.8404 0.7210 0.7490 0.6921

Tab. 4. VIF for different techniques.

Images
For Constant Scaling Factor β = 0.5

Proposed Presented in
1 2 [6] [3] [13] [14]

Lena 0.0233 0.0408 0.0784 0.1516 0.0619 0.1164
Baboon 0.0716 0.1295 0.2342 0.4482 0.1889 0.3450
Autumn 0.0579 0.1045 0.1996 0.3837 0.2110 0.4079
Airplane 0.0209 0.0364 0.0718 0.1373 0.0671 0.1296
Peppers 0.0448 0.0758 0.1498 0.2826 0.0972 0.1805
Crane 0.0268 0.0496 0.0984 0.1828 0.0871 0.1676

Tab. 5. NCD for different techniques.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

(q) (r) (s) (t)

Fig. 4. Extractedwatermarks fromattackedwatermarked images
(proposed scheme 1 (β = 0.5)): (a) Original watermark
(b) RO, (c) TR, (d) XSH, (e) YSH, (f) AFT, (g). SC,
(h) CR, (i). GN, (j) S&P (k) SN, (l) MB, (m) SB, (n)
AF, (o) HE, (p) JQ (q) JQ+AF, (r) JQ+GN, (s) JQ+SC (t)
RO+SC.

5.2 Robustness
Robustness refers to the ability of watermarking scheme

to withstand against intentional or unintentional attacks, that
may be applied on watermarked images either to remove or to
destroy the hidden information [7], [21]. Robustness is mea-
sured using normalized correlation [6] shown in (24). In or-
der to check the robustness of proposed schemes different at-
tacks like rotation (RO), translation (TR), x-shearing (XSH),
y-shearing (YSH), scaling (SC), cropping (CR), affine trans-
formation (AFT), Gaussian noise (GN), salt & pepper noise
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Attacks Constant Scaling Factor (β)
Attack Parameters 0.1 0.3 0.5 0.7 0.9

Rotation
θ = 45 0.8031 0.7283 0.8229 0.8211 0.7286
θ = 60 0.8258 0.8279 0.8103 0.8098 0.8112
θ = 125 0.8272 0.8064 0.8068 0.8064 0.8066

Translation displacement 60% 0.8142 0.8135 0.8135 0.8596 0.8117
displacement 120% 0.8089 0.7444 0.7444 0.8084 0.7441

X-Shearing Shearing Factor=0.4 0.7998 0.7987 0.8466 0.7982 0.8466
Shearing Factor=-0.5 0.7989 0.7996 0.8466 0.8488 0.7980

Y-Shearing Shearing Factor=-0.4 0.8488 0.8322 0.7873 0.7899 0.8455
Shearing Factor=0.5 0.7715 0.8413 0.8418 0.7722 0.7717

Affine Transformation Transform Factor=0.5 0.7563 0.7551 0.7558 0.8188 0.7556

Scaling 3times 0.8712 0.8695 0.8693 0.8682 0.8693
0.5times 0.8792 0.8800 0.8796 0.8787 0.8783

Cropping 10% 0.8676 0.8682 0.8678 0.8676 0.8674
25% 0.8646 0.8646 0.8648 0.8641 0.8646

Gaussian Noise µ = 0.4, σ2 = .01 0.8654 0.8635 0.8659 0.8678 0.8643
µ = 0.5, σ2 = 0.5 0.8641 0.8563 0.8587 0.8663 0.8700

Salt & Pepper Noise Density=0.1 0.8652 0.8633 0.8704 0.8654 0.8691
Density=0.5 0.8609 0.8650 0.8704 0.8652 0.8609

Speckle Noise Density=0.1 0.8725 0.8689 0.8667 0.8689 0.8732
Density=0.5 0.8695 0.8738 0.8585 0.8567 0.8598

Blurring Motion Blurring 0.8678 0.8687 0.8689 0.8700 0.8691
Simple Blurring 0.8719 0.8721 0.8715 0.8706 0.8704

Average Filtering
5 × 5 0.8836 0.8834 0.8834 0.8830 0.8836
7 × 7 0.8757 0.8747 0.8730 0.8727 0.8738

Histogram Equalization 0.8661 0.8667 0.8665 0.8665 0.8663
JPEG Compression Quality Factor=50 0.8611 0.8624 0.8617 0.8617 0.8600

Combined Watermarking Attacks

JPEG Comp+Filtering(5 × 5) 0.8745 0.8753 0.8762 0.8751 0.8747
JPEG Comp + Gaussian Noise (0.5) 0.8643 0.8730 0.8680 0.8723 0.8736

JPEG Comp + Scaling (Half) 0.8811 0.8813 0.8804 0.8811 0.8800
Translation+Shearing 0.8429 0.8493 0.8521 0.8623 0.8670
Rotation(45◦)+ scaling 0.8133 0.8084 0.7479 0.7471 0.8270

Tab. 6. NC For Different Attacks (Proposed Scheme 1).

(S&P), speckle noise (SN), motion blurring (MB), simple
blurring (SB), average filtering (AF), histogram equalization
(HE) and JPEG compression (JQ) were applied on water-
marked image. In addition to conventional watermarking
attacks, combined attacks are formed by combining two or
more conventional attacks. For instance, watermark is tried
to be extracted form a watermarked images that has been
subjected to JPEG compression and filtering attack. In this
way five additional attacks – JPEG compression plus filtering
(JQ+AF), JPEG compression plus Gaussian noise (JQ+GN),
JPEG compression plus scaling (JQ+SC), translation plus x
and y shearing (TR+SH), and rotation plus scaling (RO+SC)
– are also used to check robustness of proposed schemes

NC =

∑P
p=1

∑Q
q=1

(
W

(
p, q

)
× Ŵ

(
p, q

))√∑P
p=1

∑Q
q=1 W 2(p, q) ×

√∑P
p=1

∑Q
q=1 Ŵ 2(p, q)

. (24)

For qualitative assessment of extracted watermarks after ap-
plying abovementioned attacks onwatermarked image, Fig. 7
can be referred. It can be seen that in all cases the extracted
watermarks are clearly visible hence can be used to prove
ownership. The performance of proposed scheme 1 in terms

of robustness for different scaling factors is shown in Tab. 6.
In general with increasing scaling factor the robustness is
increased [3], whereas, the change in NC values shown in
Tab. 6, is random and that is due to the adaptive scaling
factor (αML ).

The comparison of proposed schemes in terms of NC
with existing technique [3], [6], [13] and [14] is shown
in Tab. 7.

Robustness of watermarking techniques are also mea-
sured using Bit Error Rate (BER) [3], shown in (25). The
comparision of proposed schemes in terms of BER with [3],
[6], [13] and [14] is shown in Tab. 8. From Tab. 7 and Tab. 8,
it is clear that the proposed schemes give better results in
terms of robustness as well.

BER =
Number of wrong bits extracted
Total number of bits embedded

. (25)

The extracted watermarks shown in Fig. 4 are for pro-
posed scheme 1, however, the quality of watermarks obtained
using proposed scheme 2 is also good. This can be seen from
Tab. 7 that there is not significant difference between NC
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(a) (b)

Fig. 5. Comparison of proposed schemes with existing techniques (a). Comparison in terms of NHD (b). Comparison in terms of GAR.

Attacks

For Constant Scaling Factor β = 0.5
Proposed Schemes Presented in
1 2 [6] [3] [13] [14]

RO 0.8229 0.8036 0.5894 0.5377 0.6274 0.5218
TR 0.8135 0.8529 0.5946 0.5182 0.6056 0.5593
XSH 0.8466 0.8384 0.6148 0.5002 0.6633 0.5442
YSH 0.8418 0.8453 0.6582 0.4788 0.6779 0.6278
AFT 0.7558 0.8060 0.6376 0.4885 0.7029 0.5385
SC 0.8796 0.8672 0.7664 0.6356 0.7909 0.5386
CR 0.8648 0.8570 0.6825 0.6322 0.7370 0.6216
GN 0.8659 0.8583 0.7438 0.5797 0.7896 0.5823
S&P 0.8704 0.8656 0.7406 0.5270 0.7420 0.5436
SN 0.8667 0.8716 0.7304 0.6247 0.7375 0.5565
MB 0.8689 0.8716 0.7859 0.6355 0.7772 0.5873
SB 0.8715 0.8665 0.7824 0.6555 0.7312 0.5527
AF 0.8834 0.8073 0.7811 0.6577 0.7417 0.5562
HE 0.8665 0.7929 0.7539 0.5576 0.7493 0.5601
JQ 0.8617 0.8639 0.7488 0.5538 0.6861 0.5621

JQ+AF 0.8762 0.8753 0.7568 0.5234 0.7882 0.5343
JQ+GN 0.8680 0.8643 0.7375 0.5769 0.7822 0.5870
JQ+SC 0.8804 0.8813 0.7554 0.5305 0.7316 0.5425
TR+SH 0.8521 0.8475 0.7058 0.5028 0.7238 0.5123
RO+SC 0.7479 0.8308 0.6973 0.5028 0.7276 0.5348

Tab. 7. NC for different techniques.

values of both proposed schemes. The recognizable water-
marks can be extracted as long as the distorted watermarked
image are visually identifiable.

Besides NC and BER, there are other ways to calculate
the credibility of extracted watermarks quantitatively. For in-
stance, Normalized Hamming Distance (NHD) [6] shown in
26, where, w and ŵ represent embedded and extracted water-
mark respectively, can be used to calculate the similarity (or
difference) between embedded and extracted watermarks.

HD =

m∑
1=1

n∑
j=1

hwŵ (i, j)

m × n
(26)

where

hwŵ (i, j) =



1, if w(i, j) = ŵ(i, j),
0, otherwise.

Attacks

For Constant Scaling Factor β = 0.5
Proposed Schemes Presented in
1 2 [6] [3] [13] [14]

RO 0.2107 0.2256 0.2360 0.3679 0.3153 0.3791
TR 0.1792 0.1736 0.1907 0.2933 0.2510 0.2717
XSH 0.1848 0.1892 0.2268 0.2951 0.2225 0.2712
YSH 0.1902 0.1819 0.2965 0.2984 0.2108 0.2276
AFT 0.2798 0.2231 0.2577 0.3570 0.2481 0.3239
SC 0.1477 0.1580 0.1939 0.2738 0.2200 0.3231
CR 0.1611 0.1692 0.1920 0.2799 0.2401 0.2847
GN 0.1672 0.1677 0.1829 0.2801 0.2056 0.2788
S&P 0.1582 0.1597 0.1454 0.2798 0.1987 0.2713
SN 0.1660 0.1531 0.1825 0.2857 0.2420 0.3207
MB 0.1599 0.1531 0.1833 0.2769 0.2264 0.2996
SB 0.1570 0.1587 0.1761 0.2758 0.2472 0.3271
AF 0.1433 0.1477 0.1652 0.2601 0.2306 0.3076
HE 0.1626 0.2517 0.1130 0.2769 0.2061 0.2757
JQ 0.1680 0.1616 0.2064 0.2760 0.2228 0.2719

JQ+AF 0.1516 0.1526 0.1985 0.2864 0.2318 0.2945
JQ+GN 0.1609 0.1650 0.2053 0.2356 0.2514 0.2718
JQ+SC 0.1467 0.1458 0.1856 0.2281 0.2346 0.2815
TR+SH 0.1656 0.1715 0.1983 0.2459 0.2287 0.2568
RO+SC 0.1876 0.2021 0.2598 0.2983 0.2795 0.3143

Tab. 8. BER for different techniques.

Similarly, Global Authentication Rate (GAR) [22]
shown in (27) is also used to check the quality of extracted
watermark. It should be noted that GAR and NHD are almost
same just different form of representations

%GAR =

(
1 −

1
m × n

m∑
i=1

n∑
j=1

(
w(i, j) ⊕ ŵ(i, j)

))
× 100 %. (27)

The performance of proposed schemes is examined using
both NHD and GAR in terms of robustness and also com-
pared with other watermark techniques.

The comparision of proposed and existing watermark-
ing schemes in terms of NHD is shown in Fig. 5(a) and in
terms of GAR in Fig. 5(b). Both figures clearly demonstrate
the improvement of proposed scheme over existing water-
marking techniques.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 6. Extracted watermarks with fake keys (proposed
scheme 1).

5.3 Security
Security refers to the resistance against false positive or

true negative extraction of watermark [5]. In designing the
proposed schemes security is given high importance and it
was ensured to nullify the chances of false positive or true
negative detection or extraction of hidden information. To
test the security ample number of fake keys were used to
extract the watermark neither true nor false watermark was
extracted. In Fig. 6 the extracted watermarks with false keys
are shown. It is evident that no watermark was extracted.

5.4 Capacity
Capacity refers to the amount of data that can be em-

bedded into the host image without degrading the quality of
watermarked image. The capacity of proposed schemes is
(64× 64× 3 = 12288), since watermark of size 64× 64, and
all three components (U, S and V ) of SVD decomposition
are used. This is considered to be good capacity for a wa-
termarking scheme. The capacities of proposed schemes are
3 times more than the capacities of [3] and [6].

6. Conclusion
In this paper, two watermarking schemes are proposed.

In order to achieve four conflicting requirements for a good
watermarking scheme, HVS, FIS, PCA and SVD are used
together. The perceptual quality is improved by using PCA
to decorrelate the three channels of color image, afterwards
HVS and FIS are used to find adaptive scaling factor so
that the amount of information embedded is subject to the
acceptability of host image. For instance, the areas which
are less prone to modifications are modified to lesser extent
as compared to areas which are open to changes. In this
way imperceptibility is further improved, and can be seen

from results that the imperceptibility of proposed scheme 1
is much better than proposed scheme 2 (HVS and FIS are
not employed in proposed scheme 2, otherwise it is same as
proposed scheme 1). To achieve robustness, SVD is used,
as changes in singular values does not change the image and
vice versa. Whereas to obtain security, based on correla-
tion certain elements from SVD components are selected for
modification, and then those locations served as key at the
time of watermark extraction. In this way not only secu-
rity and capacity are achieved but this method also helped
to improve the imperceptibility as suggested by results. The
proposed schemes are compared with state-of-the-art water-
marking techniques and obtained better results.
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