Abstract. In this paper, we propose an improved nondominated sorting genetic algorithm-II with scope constrained (INSGA-II/SC) with three modifications, which are dynamic nondomination strategy, scope-constrained strategy, and front uniformly distributed strategy. Here, the metric for multiobjective optimization mainly focuses on the computation complexity, convergence, and diversity of the final solutions. For a large search space in the initial process and a fast convergence in the last process, dynamic nondomination factor is considered in the rank operator. We can find a manageable number of Pareto solutions that are in the constrained scope instead of the entire Pareto front (PF) to reduce the computation complexity by scope-constrained strategy. In order to obtain a high performance for good representatives of the entire PF, the solutions closer to the uniformly distributed points on the current front will be chosen. In this paper, the proposed methods and two efficient multiobjective optimization methods are used for the optimization of mathematical problems and array pattern synthesis with lower side lobe level (SLL) and null. Numerical examples show that INSGA-II/SC has a high performance of diversity and convergence for the final solutions when compared with the other techniques published in the literature.
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1. Introduction

Multiobjective optimization for array pattern synthesis has been an academic issue [1–10]. Thinned arrays have been an object of intense research due to several advantages associated with their lower cost, weight, power, and complexity compared with the fully filled arrays. The objectives of side lobe level (SLL), directive, main beam width, and null depth may conflict with each other.

Many algorithms [1], [2] combine these multiple objectives into a single function, typically in, commonly known as aggregating functions. An evolutionary method based on backtracking search optimization algorithm (BSA) is proposed for linear antenna array pattern synthesis with prescribed nulls and lower SLL [2]. The result obtained by BSA outperforms the results of the seventeen algorithms which include particle swarm optimization (PSO), multiobjective evolutionary algorithm based on decomposition (MOEA/D) and nondominated sorting genetic algorithm-II (NSGA-II). The SLL for 28-element array is $-21.90\,\text{dB}$, and three nulls at $30^\circ$, $32.5^\circ$, and $35^\circ$ are lower than $-60\,\text{dB}$ by BSA [2]. With the same parameter set, a family of position-mutated hierarchical particle swarm optimization algorithms with time-varying acceleration coefficients (PM$_4$HPSO-TVAC) [3] outperforms these algorithms for synthesizing unequally spaced 28-element linear array with the best SLL suppression of $-23.63\,\text{dB}$ and nulls control below $-60\,\text{dB}$.

In [4], the authors show that the linear antenna array design can be modeled as a multiobjective optimization problem (MOP). Evolutionary multiobjective optimization methods, such as NSGA-II, differential evolution multiobjective (DEMO), strength-Pareto evolution algorithm (SPEA-2), and multiobjective particle swarm optimization (MOPSO), are provided for the synthesis problem of linear antenna arrays and concentric rings antenna arrays with the objectives of main beam width and SLL [1], [4–7]. NSGA-II [10] is a popular and efficient multiobjective genetic algorithm, which has been used in several engineering design problems [11–14], [30]. For instance, NSGA-II has been extensively applied in the synthesis of antenna arrays [15–18], which is considered to be one of the best evolutionary optimizer for multiobjective problems [7]. multiobjective differential evolution (MODE) algorithm and NSGA-II are employed to design concentric ring arrays with three-dimensional (3D) beam scanning [19]. The authors used NSGA-II for array pattern synthesis with lower SLL and null control, and the values of null depth are just $-32.7$ and $-22\,\text{dB}$ for the thinned linear array with 40 elements [20].

There are no improvements for the algorithms when synthesizing array pattern. What can be focused, the simu-
lution results of optimum solutions distributed in the Pareto front (PF) lose the diversity, and not all the solution can converge to the PF close enough. Some hybrid algorithms, such as memetic generalized differential evolution (MGDE3) [21] and the iterative fast Fourier transform (IFFT) technique with a judge factor introduced into the NSGA-II [22], try to improve the convergence and solution diversity.

J. Ouyang presented three modifications based on NSGA-II and applied it for array pattern synthesis. These modifications mainly focused on the distance selection strategy, and from the simulation results, these modifications obtain a better spread of the solutions and are more efficient than the NSGA-II algorithm in some mathematical problems [11]. For conformal phased array [14] and conformal conical surface linear phased array [23], the main beam width and SLL are taken into account simultaneously, and these modifications can get better solutions. From the objective space, the distribution of the final solutions may lose the uniformness for most mathematical problems and array pattern synthesis.

From the literatures proposed, the classical multiobjective optimization algorithms may be directly applied, and the null control for the array pattern synthesis is sparse in the multiobjective optimization problem. In this paper, we propose an improved NSGA-II with scope constrained (INSGA-II/SC) for the optimization of mathematical problems and array pattern synthesis. The metric for multiobjective optimization mainly focuses on the computation complexity, convergence, and diversity of the final solutions. INSGA-II/SC makes three modifications based on NSGA-II.

1) Dynamic nondomination strategy: In the initial process, a smaller nondomination factor can make a large search space, and a larger nondomination factor can sort the rank quickly, and the dynamic nondomination factor can get a fast convergence near the true PF.

2) Scope-constrained strategy: We can find a manageable number of Pareto solutions that are in the scope constrained instead of the entire PF to reduce the computation complexity.

3) Front uniformly distributed strategy: For every front, the best solutions are those closer to the uniformly distributed points on the current front, and the chosen solutions have good diversity compared with the solutions chosen by the crowded distance.

The remaining part of this paper is organized as follows. In Sec. 2, INSGA-II/SC with three modifications is proposed. The multiobjective optimizations of the mathematical problem and array pattern synthesis are presented in Sec. 3. Section 4 gives the metric for evaluating the performance of the multiobjective evolutionary algorithms and simulates numerical examples and describes the comparative performance of the presented technique. Concluding remarks are given in Sec. 5.

2. INSGA-II/SC with Three Modifications

2.1 Multiobjective Optimization Problem and NSGA-II

The multiobjective optimization problem can be expressed as

\[
\min \quad F(x) = (f_1(x), f_2(x), \ldots, f_M(x))^T
\]

subject to \( x = (x_1, x_2, \ldots, x_n) \in \Omega \) \hspace{1cm} (1)

where \( x \) is the decision vector, and \( \Omega \) is the feasible region in decision space. Here \( M \) is the number of objectives, and \( n \) is the size of the decision vector.

Very often, since the objectives in (1) contradict each other, no point in \( \Omega \) minimizes all the objectives simultaneously. One has to balance them. The best tradeoffs among the objectives can be defined in terms of Pareto optimality [24].

Considering a minimization problem for each objective and \( p, q \in R^M \), \( p \) is said to dominate \( q \) (written as \( p > q \)) if and only if \( p_i \leq q_i \) for every \( i \in \{1, \ldots, M\} \) and \( p_i < q_i \) for at least one \( i \). We can get a solution \( x^* \in \Omega \), the Pareto optimal to (1), if we cannot find a solution \( x \in \Omega \) such that \( F(x) > F(x^*) \). Then \( F(x^*) \) is called a Pareto optimal (objective) vector. In other words, any improvement in a Pareto optimal solution in one objective must lead to the deterioration of at least one other objective. The set of all the Pareto optimal solutions is called the Pareto set (PS), and the set of all the Pareto optimal objective vectors is the PF [24]. The multiobjective optimization algorithm is aimed to find the optimum solutions approximating the actual PF.

Genetic algorithm is widely used in multiobjective problems with rooted position because it can produce and choose the solutions in one single iteration. NSGA-II is a popular and efficient multiobjective genetic algorithm that is considered to be one of the best evolutionary optimizers [10]. In this paper, we will present three modifications based on NSGA-II, and the procedure [1] for NSGA-II can be described as follows.

\begin{itemize}
  \item \textbf{Step 1)} Set generation number \( r = 0 \) and generate an initial population \( P[0] \) with size \( N \).
  \item \textbf{Step 2)} Classify the individuals according to nondominated ranking system.
  \item \textbf{Step 3)} Set a counter \( i = 1 \).
  \item \textbf{Step 4)} Use Binary Crowded Tournament Selection, and apply crossover with probability \( p_c \) and mutation with probability \( p_m \).
  \item \textbf{Step 5)} Set \( i = i + 1 \). If \( i > N \) then go to \textbf{Step 6}; otherwise go to \textbf{Step 4}.
  \item \textbf{Step 6)} Replacement. Assign ranks to individuals in the population generated by the union of Parents and Children populations. Copy into the new population individuals from a front with lower index as long as the number of individuals
in the front does not overflow the population size \( (N) \). In the last front to be copied, sort the individuals according to their crowding distance, eliminating those individuals with smaller crowding distance, until the total number of individuals \( (N) \) is completed.

Step 7) Set \( r = r + 1 \). If \( r \) reaches the maximum number of generations, then stop; otherwise, go to Step 3.

The main idea in Step 2 is to classify the individuals according to their dominance relation, i.e., the set of nondominated individuals is said to be in front 0. After removing these individuals, the remaining nondominated solutions are in front 1. The procedure continues until all individuals are assigned to a front. Deb [10] explains the procedures involved in each step of this algorithm in detail. The individual representations as well as the crossover and mutation operators are same with those in [10].

2.2 Dynamic Nondomination Strategy

The ability of escaping the local optimum and convergence to the PF is the motivation for the improvement of the multiobjective optimization algorithm. For NSGA-II, the fast nondomination sorting approach has high performance and low computation complexity of \( O(MN^2) \) for sorting the front rank for every individual.

The normal nondomination strategy has been stated clearly in published literature [10]. For the bi-objective optimization problem, the domination relationship can be shown in Fig. 1(a). With the origin point \( p \), the left bottom is the nondomination region whose solutions dominate the solution \( p \), and the top right is the domination region whose solutions are dominated by the solution \( p \).

In this paper, we define the nondomination factor \( \alpha_M \) to control the nondomination strength. The fast nondominated sorting approach can be shown as follows: for \( p, q \in R^M \), we say that \( p \) dominates \( q \) if and only if \( p_i \leq \alpha_M(d_j - p_j) + q_i \) for every \( i, j \in \{1, \ldots, M\} \), where \( i \neq j \) and \( p_i < \alpha_M(d_j - p_j) + q_i \) for at least one \( i, j \).

Here we use the bi-objective optimization problem as an example to state the meaning of the nondomination factor. Different from the normal nondomination strategy, we set two lines with slope \( b_1 \) and \( b_2 \) shown in Fig. 1(b), and \( b_2 = 1/b_1 = \alpha_2 \). The nondomination region can be distinguished by linear inequalities that are shown as

\[
\begin{align*}
    p_2 &\leq b_1(p_1 - q_1) + q_2 \\
    p_2 &\geq b_2(p_1 - q_1) + q_2
\end{align*}
\]

where the second inequality can also be written as \( p_1 \leq 1/b_2(p_2 - q_2) + q_1 \), where \( b_2 \neq 0 \).

For the case of \( \alpha_2 = 0 \), the nondomination situation is the same with normal nondomination, and the second function can be shown as \( p_1 \leq q_1 \). Combined with the equations, we can describe the nondomination region for the bi-objective optimization problem as

\[
\begin{align*}
    p_1 &\leq \alpha_2(q_2 - p_2) + q_1 \\
    p_2 &\leq \alpha_2(q_1 - p_1) + q_2
\end{align*}
\]

Then, we can easily state the domination region as

\[
\begin{align*}
    p_1 &> \alpha_2(q_2 - p_2) + q_1 \\
    p_2 &> \alpha_2(q_1 - p_1) + q_2
\end{align*}
\]

To implement the dynamic nondomination strategy to rank the individuals, the value of the nondomination factor must be cautiously chosen for different PFs. The value is always small to prevent the effective individuals to be discarded. In the initial process, a positive nondomination factor can make a large search space, and a negative nondomination factor can sort the rank quickly in the last process. For a fast convergence near the true PF, we present the dynamic nondomination factor, which can be shown as

\[
\alpha_M(t) = \alpha_M^p - \frac{t}{T} (\alpha_M^p - \alpha_M^n)
\]

where \( \alpha_M^p \) and \( \alpha_M^n \) are the positive nondomination factor and the negative nondomination factor respectively, and \( t \) is the current iteration with the total iteration number \( T \). This dynamic nondomination factor is easily realized, and we can use different formations according to the optimization problem [25].

The domination count \( n_p \) and the set of solutions \( S_p \) dominated by \( p \) can be calculated. For the comparison of two individuals, the computation complexity may increase to \( O(M(M - 1)) \), so the comparison complexity of one nondomination sorting is \( O(M^2N^2) \), which is larger than the normal nondomination sorting approach. For most optimization problems, the number of objectives \( M \) is always much smaller compared with the number of individuals \( N \), and the comparison complexity may have little change.
2.3 Front Uniformly Distributed Strategy

To approximate the PF, the final preferred solution should be selected by a decision maker. In many MOPs, many or even infinite Pareto optimal vectors are distributed in the complete PF. Nevertheless, many multiobjective optimization algorithms are to find a manageable number of Pareto optimal vectors that are evenly distributed along the PF and, thus, are good representatives of the entire PF [1–10, [24]. Found in the literature, the goal for distributing individuals is that, along with convergence to the Pareto optimal set. It is also desired that an evolutionary algorithm maintains a good spread of solutions in the obtained set of solutions.

In MOPs, however, domination does not define a complete ordering among the solutions in the objective space, and a preferred selection operator is needed to produce a number of Pareto optimal solutions as diverse as possible for representing the whole PF.

In the well-known algorithm of NSGA-II [10], the authors use the crowded-comparison operator for maintaining diversity among population members instead of a user-defined parameter. This approach has a better computational complexity, and the performance is better than NSGA.

MOEA/D [24] explicitly decomposes the MOP into N scalar optimization subproblems, in which the objective is an aggregation of all the functions but not limited to the weighted sum approach and the Tchebycheff approach [26]. At each generation, the best solutions found so far for each subproblem are evolved simultaneously to compose the new population. The neighborhood relations among these subproblems are defined based on the distances between their aggregation coefficient vectors. The optimal solutions to two neighboring subproblems should be very similar. Each subproblem (i.e., scalar aggregation function) is optimized in MOEA/D using information only from its neighboring subproblems.

For the uniformness of final solutions, NSGA-II has no directly driven ability to select the uniformly distributed individuals. MOEA/D is better than NSGA-II for most ZDT test instances and three-objective test, but it has poor performance on ZDT3, which is attributed to the fact that the objectives in ZDT3 are disparately scaled. Although the result of ZDT4 has good distribution, some individuals deviate from the PF. The reason may be that the fixed aggregation coefficient vectors and mere neighborhood relations lead to lose the diversity of the individuals.

In this paper, front uniformly distributed strategy is presented to choose the individuals with high performance for good representatives of the entire PF. There are three steps to assign the expected error order for every individual. The first step is to find the expected positions that may be uniformly distributed or other distribution mode in current front. The next step is to calculate the expected error between the expected positions and every individual. We can choose the preferred individuals according to the lower expected error in the last step. The detail procedure can be shown below.

To find the expected positions, we should calculate the entire length of the current front, which is the total distance of every two nearest individuals after sorting the population according to each objective function value in ascending order of magnitude. The distance of two individuals is the Euclidean distance. The quantity $\xi$ serves as an estimate of the expected positions whose value is the total distance divided by the expected number $K$. All solutions in the current front are in a nondominated set $P$ with the size $L$. The process is shown as

Step 1) Set $\xi(i) = 0$ for each $i$, and assign the size of $P$ with $L$, the number of objectives with $M$. Initialize $m = 1$ and $i = 2$.

Step 2) If $m > M$, go to Step 4; else go to Step 3, and sort $P$ according to the $m$th objective value.

Step 3) If $i > L$, set $m = m + 1$ and go to Step 2, else stay in this step with $i = i + 1$ and calculate the Euclidean distance for every two individuals

$$\xi(i) = \sqrt{\xi^2(i) + ((f^m_m - f^m_1)/(f^m_{max} - f^m_{min}))^2}. \quad (6)$$

Step 4) Assign the number of the expected points as

$$K \equiv \begin{cases} L & \text{if } L \leq N, \\ N & \text{if } L > N, \end{cases} \quad (7)$$

and calculate the estimate of expected positions as

$$\hat{\xi} = \frac{\sum_{i=2}^{L} \xi(i)}{K-1}. \quad (8)$$

Here, $f^m_i$ refers to the $m$th objective function value of the $i$th individual in set $P$, and the parameters $f^m_{max}$ and $f^m_{min}$ are the maximum and minimum values of the $m$th objective function. Each objective function is normalized before calculating the distance. Thereafter, for each objective function, the solutions with the smallest function value are assigned to zero. All other intermediate solutions are assigned a distance value equal to the square root of the normalized difference in the function values of two adjacent solutions. This calculation is continued with other objective functions. The total distance is calculated as the sum of every individual distance value, and the expected number $K$ is constrained as a maximum value of the population size $N$.

For the $i$th individual in set $P$, its expected error to the $j$th expected position can be calculated as

$$\hat{\Delta}_{ij} = |\xi \times (j - 1) - \sum_{i=1}^{i} \xi(i)|. \quad (9)$$

This expected error $\hat{\Delta}_{ij}$ can constitute the expected error matrix $\hat{R}$. In this matrix, we can find $K$ individuals with a smaller expected error. The error-comparison operator to obtain the expected error order can be described below.

For every $t$ that is set from 1 to $K$, we should find the minimum element $\hat{\sigma}_t$ in $\hat{R}$, and the individual corresponding to the row is assigned with the expected error order of $t$. The detailed process is as follows.

1. Sort the expected error matrix $\hat{R}$ in ascending order of error.
2. For each individual in the matrix, compare it with the minimum element $\hat{\sigma}_t$. If the expected error is smaller, assign the index $t$ to the individual.
3. Repeat the process until all individuals are assigned with their expected error order.
while the values in $R$ corresponding to the row and column are assigned with infinite values.

For this error-comparison operator, one expected position can map only one individual in $P$ with the smallest expected error of distance. Other individuals without order will be set to infinite values. After all population members in set $P$ are assigned an expected error order, we can compare the value with other solutions. The individuals with a smaller expected error order will be copied to the new population, which are, in some sense, closer to the expected positions. It is obvious that $A_l$ and $A_u$ are zero, which state that the first and last individuals must be chosen for the new population.

The complexity of this procedure is governed by the sorting algorithm, which is the same with the computation of crowded density in NSGA-II. Therefore, the front uniformly distributed strategy has $O(MN \log N)$ computational complexity.

### 2.4 Scope-Constrained Strategy

For most multiobjective optimization methods, limited individuals evolve to approximate and represent the PF, but not all of them are useful for the application. In some cases, a part of the PF is enough with the constrained scope of certain objectives.

In this paper, under scope-constrained $F_i^l$ and upper scope-constrained $F_i^u$ for the $i$th objective are presented to get a part of PF. Then, the procedure for replacement is described as follows.

The new population individuals will be copied from the front with lower index as long as the number of individuals in the front does not overflow the population size $N$. In the last front, the individuals with lower expected error will be copied. For the last front, scope-constrained strategy should be adopted when the front uniformly distributed strategy is used to compute the expected error. When the number of the new population with the chosen number between $F_i^l$ and $F_i^u$ exceeds the total number $N$ of individuals, only the individuals in the scope constrained are used to calculate the expected error distributed in the front. Thereafter, the individuals with smaller expected error in this scope constrained would be copied to the new population. On the contrary, the number of individuals in the scope constrained cannot meet the totality of the new population, and all the individuals in the last front will be used to calculate the expected error. When choosing the new population, the individuals in the scope constrained are all selected, then the individuals with smaller expected error out of the scope constrained will be copied to the new population until the total number $N$ of individuals is completed.

For this strategy, the advantage is that the smaller size of individuals can achieve the goal of optimization. In the following examples, we use half the size of the population for the optimization with the scope of certain objectives constrained, and the result also has high performance.

### 3. Multiobjective Optimization Problems

#### 3.1 Mathematical Optimization Problems

We use five widely used bi-objective ZDT test instances in comparing the proposes method with MOEA/D [24] and NSGA-II [10]. All these test instances are minimization of the objectives.

- **ZDT1**
  \[
  f_1(x) = x_1, \\
  f_2(x) = g(x)[1 - \sqrt{f_1(x)/g(x)}] \\
  \text{where } g(x) = 1 + 9\left(\sum_{i=2}^{n} x_i\right) / (n - 1) \text{ and } x = (x_1, ..., x_n)^T \in [0, 1]^n. \\
  \text{Its PF is convex, and we choose } n = 30 \text{ for our experiments.}
  \]

- **ZDT2**
  \[
  f_1(x) = x_1, \\
  f_2(x) = g(x)[1 - (f_1(x)/g(x))^2] \\
  \text{where } g(x) \text{ and the range and dimensionality of } x \text{ are the same as that in ZDT1. Its PF is nonconvex.}
  \]

- **ZDT3**
  \[
  f_1(x) = x_1, \\
  f_2(x) = g(x)[1 - \sqrt{f_1(x)/g(x)}] - (f_1(x)/g(x)) \sin(10\pi x_1)] \\
  \text{where } g(x) \text{ and the range and dimensionality of } x \text{ are the same as that in ZDT1. Its PF is disconnected. The two objectives are disparately scaled in the PF, and } f_1 \text{ is from 0 to 0.852, while } f_2 \text{ is from } -0.773 \text{ to 1.}
  \]

- **ZDT4**
  \[
  f_1(x) = x_1, \\
  f_2(x) = g(x)[1 - \sqrt{f_1(x)/g(x)}] \\
  \text{where } g(x) = 1 + 10(n - 1) + \sum_{i=2}^{n} [x_i^2 - 10 \cos(4\pi x_i)] \text{ and } x = (x_1, ..., x_n)^T \in [0, 1]^n \times [-5, 5]^{n-1}. \text{ It has many local PFs, and we choose } n = 10 \text{ for our experiments.}
  \]

- **ZDT6**
  \[
  f_1(x) = 1 - \exp(-4x_1)\sin^6(6\pi x_1), \\
  f_2(x) = g(x)[1 - (f_1(x)/g(x))^2] \\
  \text{where } g(x) \text{ and the range and dimensionality of } x \text{ are the same as that in ZDT1.}
  \]

![Fig. 2. Geometry of the 2n-elements linear array placed along the x-axis.](image-url)
where \( g(x) = 1 + 9(\sum_{i=1}^{n} x_i)/ (n-1))^{0.25} \) and \( x = (x_1, ..., x_n)^T \in [0, 1]^n \). Its PF is nonconvex. The distribution of the Pareto solutions in the Pareto front is very nonuniform. For a set of uniformly distributed points in the Pareto set in the decision space, their images are crowded in a corner of the Pareto front in the objective space. We choose \( n = 10 \) for our experiments.

3.2 Array Pattern Optimization Problems

Consider a linear array of \( 2n \) isotropic elements with a spacing of \( d \) as shown in Fig. 2. The position of each sensor along the x-axis is symmetric about the origin, which can be written as \( x_i \). We just consider the array factor, which can be expressed as

\[
AF(\theta) = \sum_{i=1}^{n} w_i \cos(2\pi x_i \sin \theta/\lambda) \tag{10}
\]

where \( x_i = \sum_{j=1}^{i} d_j, \) and \( \theta \) (measured from z-axis) is the pitch angle of radiation for the transmit array and the incidence of the plane wave for the receive array. \( \lambda \) is the wavelength, and \( w_i \) is the weight coefficient of the \( i \)th sensor. Here, the decision vector is the sensor positions, and in this paper, we set \( d \) with a search range of \([0.25, 1]\) normalized by \( \lambda \).

As the objective of optimization is to minimize the SLL and null control of the array pattern by adjusting the geometry of the array subject to given design specifications and constraints, the fitness function can be defined as

\[
f_1 = 20\log_{10} \left( \max_{\theta_{SL} \in [-90^\circ, \theta_s]} \left| \frac{AF(\theta_{SL})}{\max AF(\theta)} \right| \right), \tag{11}
\]

\[
f_2 = 20\log_{10} \left( \sqrt{\frac{J}{n}} \right) \tag{12}
\]

where \( \theta_{SL} \) is the spanned angle within the side lobe band except the range of the main lobe. \([\theta_n, \theta_c]\) is the range of the main lobe, which will be fixed to a given range according to design specifications. \( \theta_i \) is the direction of \( i \)th null, and \( J \) is the number of nulls. The first objective is then evaluated excluding the main beam, and the SLL is measured in decibel. The \( f_1 \) works for optimizing SLL, and \( f_2 \) works for optimizing nulls. It is well known that array pattern optimization should be organized along a specific trade-off rule between the SLL and the null depth.

4. Numerical Examples and Results Analysis

4.1 Metrics for Evaluating the Performance of Algorithms

All the mathematical optimization problems have been independently run for 30 times for each instance. For NSGA-II, we have set the crossover and mutation probabilities equal to 0.9 and 0.1, respectively. All algorithms are compiled using the same compiler (MATLAB 2012a) in a PC with Intel Core i7-7500U, at 2.70 GHz with 8 Gb RAM running Windows 10.

To compare the performances of different algorithms, several metrics should be used according to the nature of MOPs. Both generational distance and spread (\( \Delta \)) [10], [27] have been widely used for evaluating the performance of the multiobjective evolutionary algorithms. In [24], the distance from representatives in the PF (\( D \)-metric) is adopted to measure both the diversity and convergence of the final population when the number of uniformly distributed points is large enough to represent the PF very well. For the mathematical optimization problems, the expected positions \( \varsigma \) calculated from the actual PF are used to evaluate the performance of the final population. However, for the practical problem in engineering, the true Pareto front cannot be obtained [28], [29]. In the case when we cannot get the actual PF, we use the expected positions \( \hat{\varsigma} \) calculated from the optimum front to evaluate the performance of the final population.

In this paper, we present two metrics, expectation value and variance value, to evaluate the performance.

1) Expectation value

To have good diversity and convergence to the PF, we hope that all the individuals in the optimized population set \( P^* \) can approximate the expected positions with one-to-one correspondence. The performance index of the expectation value is calculated by the expected error for every individual. The expectation value can be defined as

\[
E(P^*, \hat{\varsigma}) = \frac{\sum_{i=1}^{k} \hat{\sigma}_i}{|P^*|} \tag{13}
\]

Here, the number \( k \) of expected positions is set as the size of \( P^* \). The minimum expected error \( \hat{\sigma}_i \) for every individual can be obtained through the error-comparison operator. If we know the actual PF, we can calculate the expectation value by \( \varsigma \) and \( \sigma_i \). The smaller expectation value illustrates that most individuals can approximate the PF very well.

2) Variance value

Ensuring that every individual approximates the corresponding position without a large error, we define the performance index of variance value as

\[
D(P^*, \hat{\varsigma}) = \frac{\sum_{i=1}^{k} [\hat{\sigma}_i - E(P^*, \hat{\varsigma})]^2}{|P^*|} \tag{14}
\]

The smaller variance value illustrates that no one in the population deviates the PF.

4.2 Experimental Results of Mathematical Optimization Problems

In this experimental study, we compare the performance of MOEA/D, NSGA-II with the proposed INSGA-II (com-
bined with dynamic nondomination strategy and front uniformly distributed strategy), and INSGA-II/SC (combined with the proposed three strategies).

The parameters for all algorithms follow the same set with NSGA-II and MOEA/D in [10], [24]. In mathematical optimization problems, the population size in NSGA-II, MOEA/D, and INSGA-II is set to be 100 for all test instances, while this is 50 in INSGA-II/SC. All the algorithms have 2000 generations.

In MOEA/D, the setting of weight vectors is used by the Tchebycheff approach, and $T$ is set to be 20 in this section.

Initial populations are generated by uniform random sampling from the feasible search space in both algorithms. MOEA/D is initialized as the lowest value found in the initial population. The simulated binary crossover (SBX) and polynomial mutation are used in these algorithms. The setting of the control parameters in these two operators are the same with [10], [24]. Following the practice in [19], the distribution indices in both SBX and the polynomial mutation are set to be 20. The crossover rate is 1.00, while the mutation rate is $1/n$, where $n$ is the number of decision variables. We use the same distribution indices [8] for crossover and mutation operators as $\eta_c = 20$ and $\eta_m = 20$, respectively. All the algorithms have been run 30 times independently for each test instance. The positive nondomination factor $a^p_n$ is set to 0.01, and the negative nondomination factor $a^-_n$ is set to $-0.01$ for NSGA-II and INSGA-II/SC.

Table 1 presents the average CPU time used by each algorithm for each test instance. It is clear that MOEA/D can run about twice as fast as NSGA-II with the same number of function evaluations, which is coincident with the results in [24]. INSGA-II need more time than NSGA-II because front uniformly distributed strategy spends more time in choosing the preferred individuals. The complexity of INSGA-II/SC is consistent with the population size, which is about half the time of INSGA-II and lesser time than NSGA-II.

To compare the performances of these algorithms, the performance indices of expectation value and variance value are used for each instance. The number of uniformly distributed points in the PF is much larger than the size of the population in the $D$-metric [24]. A better value of the $D$-metric cannot guarantee the final solutions uniformly distributed in the PF. In this paper, for the two performance indices, the number of uniformly distributed points is the same with the size of population, and every individual can be constrained.

Tables 2 and 3 present the average expectation value and variance value by different algorithms for each instance. It is clear that NSGA-II is better than MOEA/D with the Tchebycheff approach, which is opposite with the results in [24] because we change the number of uniformly distributed points in the PF. These tables reveal that the final solutions obtained by NSGA-II and INSGA-II/SC have great improved performance with several orders of magnitude. The smaller expectation and variance values illustrate that the final solution obtained by the proposed method can approximate the PF very well.

Figure 3 shows in the objective space the distributions of the final solutions obtained in the run with the lowest expectation value for each test instance using NSGA-II, MOEA/D, and INSGA-II. It is evident that to the uniformness of the final solutions, INSGA-II is better than others for all instances. For NSGA-II, the convergence has poor performance with several individuals deviating from the PF. The dynamic nondomination strategy overcomes this disadvantage, by which all the individuals can be distributed in the PF in INSGA-II. In terms of the solution quality of uniformity, INSGA-II obviously has high performance, which is attributed to the front uniformly distributed strategy.

Figure 4 shows the distributions of the final solutions obtained by INSGA-II/SC with $F^1_l$ of 0 and $F^2_l$ of 1 for ZDT3, and $F^1_l$ of 0.5 and $F^2_l$ of 1 for other instances. This method can achieve the same effect with INSGA-II in the scope constrained by half the size of the population. The convergence and diversity can match the analysis herein.
Fig. 3. The distributions of the final solutions obtained in the run with the lowest expectation value for each test instance using NSGA-II, MOEA/D, and INSGA-II.
4.3 Experimental Results of Array Pattern Synthesis

In this experimental study, we compare the performance of MOEA/D, NSGA-II with the proposed NSGA-II/SC (combined with scope-constrained strategy), and INSGA-II/SC. We synthesize a symmetric 28-element array with nulls in six specified directions at $\pm 30^\circ$, $\pm 32.5^\circ$, and $\pm 35^\circ$ [1], [3]. The desired first null position is set to $8.5^\circ$ with $\pm 12\%$ tolerance [3]. Two objectives of SLL and null depth are adopted to array pattern.

In the optimization problems of array pattern synthesis, the population size in each algorithm is set to be 400, and the algorithms have 2000 generations. The parameters about crossover and mutation and the size of neighborhood $T$ are the same with that in mathematical optimization problems. All the algorithms have been run 30 times independently.

For NSGA-II/SC and INSGA-II/SC, the scope constrained is set to null depth with a lower scope of $-100$ dB and an upper scope of $-50$ dB. The positive nondomination factor $\alpha^p_m$ is set to 0.01, and the negative nondomination factor $\alpha^n_m$ is set to $-0.01$ for INSGA-II/SC.

Table 4 shows the average expectation and variance values for each algorithm in 30 trials and lists the SLL with null depth of $-60$ dB in the best case. It is clear that the proposed NSGA-II/SC and INSGA-II/SC have lower expected and variance values, which means good convergence and diversity of the final solutions. At the same time, the SLL obtained by the two proposed methods can be much lower than others. Attributing to the dynamic nondomination strategy and scope-constrained strategy, INSGA-II/SC can have faster convergence in the setting part of PF with the same size of the population. INSGA-II/SC has the lowest expectation and variance values through the front uniformly distributed strategy, which means good performance on uniform diversity of the final solutions.

Figure 5 shows the distributions of the final solutions obtained in the run with the lowest expectation value for array pattern synthesis using MOEA/D. Compared with other figures, the solutions obtained by MOEA/D gather more seriously in a small scope. MOEA/D explicitly decomposes the MOP into $N$ scalar optimization subproblems by different aggregation coefficient vectors. The weighted sum approach and the Tchebycheff approach were introduced in [10], [24], and other decomposition approaches could also be used in MOEA/D. Under the condition of a wide range of one-function value and a narrow range of one-function value, there are many difficulties to choose the appropriate aggregation coefficient vectors. The fixed vectors may lead individuals to the small scope where the objective rapidly changes without fault tolerance. In INSGA-II/SC, the error-comparison operator for $\hat{R}$ can avoid this problem.
Fig. 5. The distributions of the final solutions obtained in the run with the lowest expectation value for array pattern synthesis using MOEA/D.

Fig. 6. The distributions of the final solutions obtained in the run with the lowest expectation value for array pattern synthesis using NSGA-II.

Fig. 7. The distributions of the final solutions obtained in the run with the lowest expectation value for array pattern synthesis using NSGA-II/SC.

Fig. 8. The distributions of the final solutions obtained in the run with the lowest expectation value for array pattern synthesis using INSGA-II/SC.

Fig. 9. The optimum array patterns obtained by INSGA-II/SC and PM$_4$HPSO-TVAC.

Figures 6 and 7 show the distributions of the final solutions obtained in the run with the lowest expectation value for array pattern synthesis using NSGA-II and NSGA-II/SC. NSGA-II may have good performance on the convergence and diversity, but there are many useless solutions for the oversized null depth or oversized SLL. Hereafter, we find the excellent characteristic of scope-constrained strategy in NSGA-II/SC. It also promotes the convergence and diversity of final solutions further.

The final solutions shown in Fig. 8 by INSGA-II/SC have good spread in the PF, and the convergence is best than others. The best SLL of PM$_4$HPSO-TVAC in [3] is $-23.63$ dB, whereas this value found by INSGA-II/SC is $-24.12$ dB when the null depth is below $-60$ dB. Figure 9 shows the array patterns obtained by INSGA-II/SC and PM$_4$HPSO-TVAC. INSGA-II/SC outperforms other algorithms for synthesizing unequally spaced linear array with SLL suppression and null control. Table 5 shows the geometry of the best array found by INSGA-II/SC with a null depth of $-60$ dB for 28-element non-uniform linear array. In this paper, only linear arrays are dealt with. However, there are other antenna array structures that could provide a wider coverage than the linear geometry such as circular and planar geometries.
<table>
<thead>
<tr>
<th>Element</th>
<th>Position (Normalized to λ)</th>
<th>Element</th>
<th>Position (Normalized to λ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.170</td>
<td>8</td>
<td>0.518</td>
</tr>
<tr>
<td>2</td>
<td>0.434</td>
<td>9</td>
<td>0.508</td>
</tr>
<tr>
<td>3</td>
<td>0.311</td>
<td>10</td>
<td>0.534</td>
</tr>
<tr>
<td>4</td>
<td>0.490</td>
<td>11</td>
<td>0.503</td>
</tr>
<tr>
<td>5</td>
<td>0.320</td>
<td>12</td>
<td>0.827</td>
</tr>
<tr>
<td>6</td>
<td>0.498</td>
<td>13</td>
<td>0.769</td>
</tr>
<tr>
<td>7</td>
<td>0.326</td>
<td>14</td>
<td>0.801</td>
</tr>
</tbody>
</table>

Tab. 5. Geometry of the best array found by INSGA-II/SC with null depth of $-60\text{dB}$ for 28-element non-uniform linear array.

5. Conclusion

The objective of the proposed INSGA-II/SC is to get a set of solutions with good convergence and diversity. Contributing to the dynamic nondomination strategy, scope-constrained strategy, and front uniformly distributed strategy, the final solutions can converge nearly to the PF and be uniformly distributed on the PF through a fewer size of the population. INSGA-II/SC needs less computation time because it can achieve the same effect with a smaller size of the population. The results of five ZDT instances reveal that the final solutions obtained by INSGA-II and INSGA-II/SC have greatly improved performance with several orders of magnitude in the expectation value and variance value. For the array pattern synthesis of the 28-element linear array, the final solutions obtained by INSGA-II/SC have good convergence and diversity. The SLL obtained by the two proposed methods can be much lower than NSGA-II and MOEA/D with the Tchebycheff approach. The best SLL found by INSGA-II/SC is $-24.12\text{dB}$ with the null depth below $-60\text{dB}$, which is better than the SLL of PM$_3$HFSO-TVAC of $-23.63\text{dB}$.
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