Fractional Delayer Utilizing Hermite Interpolation with Carathéodory Representation
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Abstract. Fractional delay is indispensable for many sorts of signal processing applications and fractional delay filter (FDF) is a straightforward method to delay discrete signals. FDF based on Hermite interpolation with an analog differentiator has a low time-domain error, but a more complicated sampling module than Shannon sampling scheme. A simplified scheme, which is based on Shannon sampling and utilizing Hermite interpolation with a digital differentiator, will lead to a much higher time-domain error when the signal frequency approaches the Nyquist rate. In this letter, we propose a novel fractional delayer utilizing Hermite interpolation and Carathéodory representation. The samples of differential signal are obtained by Carathéodory representation from the samples of the original signal only. So only one sampler is required and the sampling module is simple. Simulation results for four types of signals demonstrate that the proposed method has significantly higher interpolation accuracy than Hermite interpolation with digital differentiator.
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1. Introduction

Fractional delay could delay a discrete signal by a fraction of the sampling period and has taken a key role in many applications such as communications, array signal processing, sampling-rate conversion, speech coding and synthesis, etc. [1–5]. Fractional delay filter (FDF) is an intuitive and straightforward system to delay certain signals. Various design methods have been proposed and an excellent survey of FDF is presented in [6].

The frequency response error, i.e. the error of the frequency response deviated from the ideal one, is the conventional frequency-domain criterion to evaluate the performance of FDFs. Up to now most of the studies is focused on optimizing the frequency response errors. However, it is noteworthy that the functionality of fractional delay or FDFs is to predict the values which lie somewhere between two samples. Thus the time-domain error, i.e. error of the actual delayed signal deviated from the ideal delayed signal, should also be a very important evaluation criterion and should be given more attention [7].

From Parseval’s theorem, reducing the frequency response error of FDF will reduce the time-domain error. However, the FDFs based on Shannon sampling scheme will lead to an irreducible error when the normalized radian frequency approaches the Nyquist rate [8]. FDF utilizing Hermite interpolation with an analog differentiator is an effective improvement because it is based on multi-channel sampling scheme and nearly eliminates the frequency response error when the normalized radian frequency approaches π [9].

Although FDF based on Hermite interpolation with an analog differentiator achieves high interpolation accuracy in time-domain, it requires more samplers and more analog differentiators than Shannon sampling scheme. The synchronization of all the samplers and the design of analog differentiator with high precision are intractable tasks when the sampling rate and the signal frequency are very high. Thus, a simplified scheme, which utilizes Hermite interpolation with a digital differentiator, has been proposed in [9]. This simplified scheme is based on Shannon sampling scheme. However, the time-domain error greatly rises when the signal frequency approaches the Nyquist rate. This phenomenon appears because the frequency response of digital differentiator is undesirable.

To realize a lower time-domain error while maintaining a simple sampling module, in this letter we propose a novel fractional delayer utilizing Hermite interpolation with Carathéodory representation. The Carathéodory representation asserts existence and uniqueness of the representation of a finite discrete signal in terms of exponential sums, and the samples of differential signal could be estimated from the samples of original signal only [10]. After the samples of the original signal and differential signal have been obtained, Hermite interpolation is implemented. Simulation results for complex single-frequency signal, complex multi-frequency signal, complex ultra-wideband (UWB) linear frequency modulated (LFM) and UWB nonlinear frequency modulated (UWB NLFM) signal demonstrate that the time-domain error of the proposed method is much lower than that of the existing Hermite interpolation.
method with digital differentiator. Meanwhile, our method is based on Shannon sampling scheme and requires only one sampler.

The rest of this paper is organized as follows. Section 2 introduces the scheme of FDF utilizing Hermite interpolation. Section 3 presents the proposed modified fractional delayer. To demonstrate the superiority of the proposed method in terms of time-domain error, computer simulations are conducted utilizing three types of signals, and the results are given in Sec. 4. Finally, Section 5 offers some conclusions drawn on the basis of simulation results.

2. Fractional Delayer Utilizing Hermite Interpolation

For FDFs, minimizing the frequency response error deviated from the ideal one will reduce the time-domain error. The ideal frequency response of FDF is given in Laakso’s tutorial paper [6], and is given below

\[ H_{id}(e^{j\omega}) = e^{-j\omega D} \]  

where \( D \) denotes delay, a positive real number in the desired range. In case of FIR filters, \( D \) should be around \( L \), where \( 2L \) is the order of FIR filter. \( \omega \) is the normalized radian frequency. The subscript ID means ideal.

However, there is an irreducible error at \( \omega = \pi \) for conventional designs based on the Shannon sampling scheme. Thus, FDF utilizing Hermite interpolation, which is based on multi-channel sampling technique, is a representative improvement.

Figure 1 shows the scheme of fractional delayer utilizing Hermite interpolation with analog differentiator. \( x[n] \) represent the samples of the original continuous-time signal \( x(t) \), and \( x'[n] \) denote the samples of \( x'(t) \), where \( x'(t) \) is the first-order derivative of \( x(t) \). \( H_1(z) \) and \( H_2(z) \) are two FIR digital filters. The coefficients of the two digital FIR filters are given in Tseng’s paper [9, equations (18) and (20)], and are expressed in (2a) and (2b)

\[ h_1[l] = [1 - 2(l - D)r(l)] \left( \prod_{i=1, i\neq l}^{2L} \frac{D-i}{L-i} \right)^2, \]  

\[ h_2[l] = (l - D) \left( \prod_{i=1, i\neq l}^{2L} \frac{D-i}{L-i} \right)^2 \]  

where

\[ r(l) = \sum_{i=0}^{L-1} \frac{1}{S-2l} \]  

and \( l = 0, 1, ..., 2L \). \( 2L \) is the order Hermite fractional delay filter set. The output of this scheme, i.e. the actual delayed signal, denoted by \( y[n] \), is

\[ y[n] = x[n - D] = x[n] \ast h_1[n] + x'[n] \ast h_2[n] \]  

where \( \ast \) denotes the convolution operation.

The frequency response of the simplified scheme has only one sampler. The digital differentiator \( G(z) \) is designed to fit the ideal frequency response of the first order differentiator and the derivative signal \( x'[n] \) is obtained from the discrete signal \( x[n] \) directly. The two FIR filters \( H_1(z) \) and \( H_2(z) \) are the same as the above. The output of this scheme, denoted by \( y[n] \), is given below

\[ y[n] = x[n - D] = x[n] \ast h_1[n] + x'[n] \ast h_2[n] \ast g[n] \]  

where \( g[n] \) denote the coefficients of \( G(z) \).

The frequency response of the simplified scheme is given below

\[ H(e^{j\omega}) = H_1(e^{j\omega}) + G(e^{j\omega})H_2(e^{j\omega}) \]  

where \( G(e^{j\omega}) \) is the frequency response of digital differentiator.
For both the schemes, each interpolation point, \( y[n] \), is created from \( 2L + 1 \) samples of \( x[n] \) and \( 2L + 1 \) samples of \( x'[n] \).

3. The New Fractional Delayer

3.1 On Approximation of Derivative Samples by Carathéodory Representation

The Carathéodory representation theorem asserts existence and uniqueness of the representation of a finite sequence in terms of exponential sums \([10]\), and the number of terms could be significantly reduced by allowing exponents and coefficients to be complex-valued \([11]\).

We reformulate the Carathéodory representation as follows:

Given one group containing \( 2L + 1 \) uniformly-spaced samples of a smooth function \( x(t) \) on the interval \([n/f_s, (n + 2L)/f_s]\), and a target accuracy \( \varepsilon > 0 \), we can find the minimal number \( K \) of complex weights \( \omega_k \) and complex nodes \( \tau_k \) such that

\[
|x[l] - \sum_{k=1}^{K} \omega_k e^{\tau_k l}| \leq \varepsilon \quad \text{for each } l = n, n+1, \ldots, n+2L \tag{8}
\]

where \( x[l] \) are the samples of \( x(t) \), and \( x[l] = x(t)|_{t = l/f_s} \), \( n = 0, 1, \ldots, N - 1 - 2L \), and \( N \) is the number of \( x[n] \). \( K \) is a positive integer and is usually taken from 1 to \( L + 1 \). \( f_s \) is the sampling rate.

The algorithm to obtain the nodes and weights above is as follows

1. Build a \((L + 1) \times (L + 1)\) Hankel matrix \( H_{k,l} = x_{k+l} \), where \( x_n = x[n] \) \([12, \text{p. 204}]\).
2. Find a vector \( \mathbf{u}_K = (u_0, u_1, \ldots, u_{2L})^T \) satisfying \( H K = \sigma_K \mathbf{u}_K \). The “bar” notation denotes conjugate operation and \( \sigma_K \) is close to the target accuracy \( \varepsilon \). To obtain \( \sigma_K \) and \( \mathbf{u}_K \), we can apply singular value decomposition (SVD) to \( H \). Then we label the first \( K \) \( L \) singular values in decreasing order \( \sigma_0 \geq \sigma_1 \geq \ldots \geq \sigma_K \), where \( \sigma_K / \sigma_0 \approx \varepsilon \), and the corresponding singular vector obtained is \( \mathbf{u}_K \).
3. Compute the roots of the polynomial \( u(z) = \sum_{j=0}^{2L} u_j z^j \)
where \( l = 1, 2, \ldots, L \). We denote these roots by \( \gamma_l \) and select all the \( K \) roots close to the unit circle, i.e. the \( \gamma_l \) satisfying \( |\gamma_l| - 1| < \kappa \) where \( \kappa \) is a small constant much close to zero. Thus \( \gamma_l = \exp(\tau_l) \).
4. Obtain the \( K \) weights by solving the overdetermined Vandermonde system below

\[
x[l] = \sum_{k=1}^{K} \omega_k e^{\tau_k l}, \quad \text{for each } l = n, n+1, \ldots, n+2L \tag{9}
\]

![Fig. 3. The modified scheme of fractional delayer.](image)

The algorithm of Carathéodory representation requires \( O((2L + 1)(\log(2L + 1))^2) \) operations that can be seen in \([10], [11]\).

With the complex weights \( \omega_k \) and complex nodes \( \tau_k \) in hand, the derivative samples of \( x(t) \) on the interval \([n, (n + 2L)/f_s]\), denoted by \( x'[l] \), can be approximated below

\[
x'[l] = \sum_{k=1}^{K} \tau_k \omega_k e^{\tau_k l} \quad \text{for each } l = n, n+1, \ldots, n+2L \tag{10}
\]

Thus, obtaining the derivative samples requires neither an analog differentiator nor a sampler.

3.2 The Modified Scheme

Based on the analysis above, we propose a modified fractional delay. Figure 3 shows the modified scheme. \( H_1(z) \) and \( H_2(z) \) are two FIR filters mentioned in Sec. 2. \( 2L + 1 \) is the length of both these filters. Having being reformulated each group containing \( 2L + 1 \) samples of \( x[n] \) by Carathéodory representation, the corresponding \( 2L + 1 \) samples of \( x'[n] \) are approximated by (9). Then a fractional delayer based on Hermite interpolation could be implemented, and the output of this system is given in (4).

The Hermite interpolation requires \( O(2L + 1) \) operations and the total computational complexity of the proposed method is \( O((2L + 1) + O((2L + 1)(\log(2L + 1))^2)) \).

4. Simulations

In this section, we devise four simulations to verify the validity and superiority of the proposed method. The first simulation addresses a complex single-frequency signal while the second simulation discusses a complex multi-frequency signal. In the third case, we use a UWB LFM signal, while in the fourth case, we use a UWB nonlinear LFM (NLFM) signal. Minimizing the time-domain error is our objective. In each simulation, we compare the interpolation error for Hermite interpolation method with digital differentiator in [9], Hermite interpolation method with analog differentiator in [9] and the proposed method.

The time-domain error, or say interpolation error, can be expressed below

\[
e(n) = 20 \log_{10} ||x[n] - y_{\text{IFD}}[n]|| \tag{11}
\]
where $y[n]$ is the actual delayed signal and $y_{IFD}[n]$ is the ideal delayed signal. $L = 8$, so the order of Hermite interpolation filter set is 16.

4.1 Complex Single-Frequency Signal

The discrete complex single-frequency signal $x[n]$ and the ideal delayed signal $y_{IFD}[n]$ are given below

\[
x[n] = \exp\left(j2\pi f_0 \frac{n}{f_s}\right),
\]

\[
y_{IFD}[n] = \exp\left(j2\pi f_0 \frac{n-D}{f_s}\right)
\]

where $f_0 = 2.19$ GHz, $n = 0, 1, \ldots, N-1$ and $N = 1000$. The accuracy $\varepsilon$ is $10^{-3}$ and $K = 2$. Figure 4 shows the time-domain errors for the three methods mentioned above when $D = 8.1$. Table 1 shows the maximum interpolation error using the three methods mentioned for $D = 8.1, 8.2, \ldots, 8.8, 8.9$. The results indicate that the proposed method has achieved a much lower interpolation error than Hermite interpolation method with digital differentiator when the signal frequency approaches the Nyquist rate.

4.2 Complex Multi-Frequency Signal

The discrete complex multi-frequency signal $x[n]$ and the ideal delayed signal $y_{IFD}[n]$ are given below

\[
x[n] = \sum_{m=1}^{M} \exp\left(j2\pi f_0 \frac{n}{f_s}\right),
\]

\[
y_{IFD}[n] = \sum_{m=1}^{M} \exp\left(j2\pi f_0 \frac{n-D}{f_s}\right)
\]

where $M$ is the number of frequencies and $M = 6$. $f_1 = 0.365$ GHz, $f_2 = 0.73$ GHz, $f_3 = 1.095$ GHz, $f_4 = 1.46$ GHz, $f_5 = 1.825$ GHz, $f_6 = 2.19$ GHz, $n = 0, 1, \ldots, N-1$ and $N = 1000$. The accuracy $\varepsilon$ is $10^{-3}$ and $K = 7$. Figure 5 shows the interpolation error for three methods mentioned above when $D = 8.1$. Table 2 shows the maximum interpolation errors using three methods mentioned when $D = 8.1, 8.2, \ldots, 8.8, 8.9$. The results show the performance of our method has much higher interpolation accuracy than the Hermite interpolation method with digital differentiator. The time-domain error tested by complex multi-frequency signal is also lower than one tested by complex single-frequency signal.

<table>
<thead>
<tr>
<th>$D$</th>
<th>Maximum interpolation error(dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1</td>
<td>-11.7</td>
</tr>
<tr>
<td>8.2</td>
<td>-6.1</td>
</tr>
<tr>
<td>8.3</td>
<td>-3.3</td>
</tr>
<tr>
<td>8.4</td>
<td>-1.9</td>
</tr>
<tr>
<td>8.5</td>
<td>-1.5</td>
</tr>
<tr>
<td>8.6</td>
<td>-1.9</td>
</tr>
<tr>
<td>8.7</td>
<td>-3.3</td>
</tr>
<tr>
<td>8.8</td>
<td>-6.1</td>
</tr>
<tr>
<td>8.9</td>
<td>-11.6</td>
</tr>
</tbody>
</table>

Tab. 1. Maximum interpolation errors for complex single-frequency signal utilizing the three methods.
4.3 Complex UWB LFM Signal

The discrete complex UWB LFM signal \( x[n] \) and the ideal delayed signal \( y_{IFD}[n] \) are given below

\[
x(n) = \exp \left\{ j2\pi \left[ f_0 n + \mu \left( \frac{n}{f_s} \right)^2 \right] \right\}, \quad (14a)
\]

\[
y_{IFD}(n) = \exp \left\{ j2\pi \left[ f_0 n - D - \frac{n}{f_s} \mu \left( \frac{n}{f_s} \right)^2 \right] \right\} \quad (14b)
\]

where \( \mu = B / t_0 \). \( B \) is the signal bandwidth and \( B = 0.5 \) GHz. \( t_0 \) is the duration of the signal and \( t_0 = N/f_s \). \( f_0 = 1.69 \) GHz. \( n = 0, 1, \ldots, N-1 \) and \( N = 1000 \). The accuracy \( \epsilon \) is \( 10^{-3} \) and \( K = 8 \).

Figure 6 shows the interpolation errors utilizing three methods mentioned above when \( D = 8.1 \). Table 3 shows the maximum interpolation errors using three methods mentioned for \( D = 8.1, 8.2, \ldots, 8.9 \). In contrast, the proposed delayer could effectively split the signal into its constituent frequencies and accurately sniff these frequencies. So, our method could estimate the derivative samples \( x'[n] \) much more accurately than using digital differentiator. Thus, our scheme is suitable to delay UWB LFM signals.

4.4 Complex UWB NFLM Signal

NFLM signals can solve the contradiction between the main lobe width and the side lobe level, so they have been widely concerned in the pulse compression radars and UWB radars. One of the most common UWB NFLM signals is the tangent FM signal. The discrete complex UWB NFLM signal \( x[n] \) and the ideal delayed signal \( y_{IFD}[n] \) are given below

\[
x[n] = \exp \left\{ j2\pi \left[ f_0 n + \frac{\beta t_0}{f_s} \ln \left\{ \cos \left( \frac{\nu \pi}{t_0} \left( \frac{n}{f_s} - \frac{t_0}{2} \right) \right) \right\} \right\}, \quad (15a)
\]

\[
\begin{array}{|c|c|c|c|}
\hline
D & \text{Fractional delayer based on} & \text{The proposed} & \text{Fractional delayer based on} \\
& \text{Hermite interpolation method} & \text{fractional delayer} & \text{Hermite interpolation method} \\
& \text{with digital differentiator} & & \text{with analog differentiator} \\
\hline
8.1 & -11.8 & -72.7 & -132.4 \\
8.2 & -6.2 & -67.3 & -122.1 \\
8.3 & -3.4 & -64.5 & -115.5 \\
8.4 & -2 & -63.1 & -112.5 \\
8.5 & -1.6 & -62.7 & -111.5 \\
8.6 & -2 & -63.1 & -112.1 \\
8.7 & -3.4 & -64.6 & -114.7 \\
8.8 & -6.1 & -67.2 & -120.2 \\
8.9 & -11.7 & -72.9 & -130.9 \\
\hline
\end{array}
\]

Tab. 2. Maximum interpolation errors for complex multi-frequency signal utilizing the three methods.
The proposed fractional delayer based on Hermite interpolation method with analog differentiator.

Tab. 4. Maximum interpolation errors for complex UWB NLFM signal utilizing the three methods.

<table>
<thead>
<tr>
<th>$D$</th>
<th>Fractional delayer based on Hermite interpolation method with digital differentiator</th>
<th>The proposed fractional delayer</th>
<th>Fractional delayer based on Hermite interpolation method with analog differentiator</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1</td>
<td>−16.2</td>
<td>−79.9</td>
<td>−137.6</td>
</tr>
<tr>
<td>8.2</td>
<td>−10.6</td>
<td>−75.0</td>
<td>−126.3</td>
</tr>
<tr>
<td>8.3</td>
<td>−8.8</td>
<td>−71.8</td>
<td>−121.2</td>
</tr>
<tr>
<td>8.4</td>
<td>−7.4</td>
<td>−70.0</td>
<td>−118.2</td>
</tr>
<tr>
<td>8.5</td>
<td>−6.9</td>
<td>−69.0</td>
<td>−117.2</td>
</tr>
<tr>
<td>8.6</td>
<td>−7.4</td>
<td>−68.9</td>
<td>−117.8</td>
</tr>
<tr>
<td>8.7</td>
<td>−8.8</td>
<td>−69.9</td>
<td>−120.2</td>
</tr>
<tr>
<td>8.8</td>
<td>−11.5</td>
<td>−72.2</td>
<td>−125.5</td>
</tr>
<tr>
<td>8.9</td>
<td>−17.1</td>
<td>−77.3</td>
<td>−136.3</td>
</tr>
</tbody>
</table>

where $B$ is the signal bandwidth and $B = 0.5$ GHz. $\nu = 0.5$. The accuracy $\varepsilon$ is $10^{-3}$ and $K = 3$. Figure 7 shows the interpolation errors utilizing three methods mentioned above when $D = 8.1$. Table 4 shows the maximum interpolation errors using three methods mentioned for $D = 8.1, 8.2, \ldots, 8.8, 8.9$. The results show that the performance of the proposed method has excellent interpolation accuracy and is suitable for UWB signals, especially in the high frequency region. When the signal frequency approximates 1.69 GHz, the frequency modulation slope of the NLFM signal is larger than that for the LFM signal, so the proposed scheme has a little higher interpolation error than using digital differentiator. Although the interpolation error is a bit higher, it is still less than $70$ dB and high interpolation accuracy is obtained.

5. Conclusion

In this letter, we proposed a novel fractional delayer utilizing Hermite interpolation with Carathéodory representation. The derivative samples are obtained by Carathéodory representation from the samples of the original signal, other than analog or digital differentiator. Thus, only one sampler is required. Theoretical analysis and simulation results for four types of signals demonstrate that our method has much lower interpolation error than Hermite interpolation method with digital differentiator. Moreover, the proposed method also has a much simpler sampling module than Hermite interpolation method with an analog differentiator.
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