An Enhanced Approach to Despeckle SAR Images
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Abstract. Synthetic Aperture Radar (SAR) image processing plays a vital role in observing the earth and in understanding its varied features. A SAR image contains edges and shapes hidden by speckle noise. Therefore, despeckling is essential for subsequent feature extraction and classification. This paper presents a new despeckling method based on Non-Subsampled Contourlet Transform (NSCT) and Bayesian Maximum A Posterior (BMAP) estimation. NSCT effectively captures the SAR image features as multi-scale and multidirectional information. BMAP is a point estimation based on statistical prior distribution. So, BMAP estimation represents the aggregate behavior in each direction of the NSCT neighborhood coefficients using the statistical prior models. The dependency relationship of NSCT neighborhood coefficients by the statistical priors and BMAP of point estimation shrinks the speckle noise coefficients. In this work, the NSCT higher frequency coefficients are de-speckled, since higher frequency coefficients contain more detail and more noise. This despeckling method is compared with the state-of-the-art methods using a set of reference and non-referenced quality metrics. Experimental results show that this developed method is superior to the other methods used for preserving information and for eliminating speckle noise.
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1. Introduction

Image restoration is a challenging domain in the field of image processing. It is a process in which the original image is recovered from a noisy image. A sub-field of image processing is satellite imagery where SAR images are obtained from SAR sensor that is fixed on the satellites and aircraft. It captures high resolution images of the broader areas of the earth surface. SAR images are formed by the consistent interaction of the emitted microwave radiation with the target areas. This consistent interaction originates arbitrary constructive and destructive noisiness resulting in multiplicative noise known as speckled noise image. So, SAR images inherently contain random pixel to pixel multiplicative speckle noise [1]. There are many despeckling techniques and filters available to handle speckled SAR images by preserving the major information in the image like edge, boundary and objects.

2. Related Works

To remove the noise, standard SAR image restoration techniques such as Lee, Gamma map, Frost and other techniques exist [2]. But these standard spatial filters process the pixels using window selection, which leads to overlapping of pixels, exhibits limitations in preserving the features of the SAR noised images. To achieve good despeckling, Wavelet Transform (WT)-based multi-resolution techniques are used in SAR despeckling [3]. Due to lack of directionality, WT does not capture the high-dimensional distinctive information in SAR images. So multi directional transforms are used to effectively capture the directional geometric features of SAR images. Contourlet Transform (CT) provides multi-scale, multi-directional geometric analysis in which directional information gathering allows good despeckling in SAR images [4]. But CT incurs differing distortion due to discrete subsampling. Therefore, CT despeckling results in loss of information in SAR images. NSCT is a translation invariant version of the CT [5]. NSCT inherits the improved features of CT and preserves abundance of details and directional information in the SAR images. Therefore NSCT is used for SAR despeckling to achieve good preservation of features.

Several SAR despeckling methods have been developed based on the threshold criterion in the NSCT domain. Self-adaptive threshold [6], estimation of speckle variance [7], threshold shrinkage [8] and morphological operators [9] are some of the NSCT despeckling approaches. These methods are based on the single value thresholding function. Selection of threshold value in satellite images is not an easy task as satellite images have low contrast. Selection of small threshold value causes resultant image to be noisy, while resultant image at the edges and boundaries gets blurred for a large threshold value. So thresholding scheme
is not sufficient to cover all the valuable information of the images which leads to loss of information in the resultant de-speckled images. To obtain the sufficient smoothening and retain the maximum features, MMSE and MAP Bayesian despeckling approaches are found to be attractive. These make use of clutter statistics for accurate texture estimation instead of single threshold value based on image property or the empirical values based on fixed spatial filters [10].

The MMSE-based filters perform despeckling by minimizing the mean square error between the clutter and the estimated texture. However, these restoration filters over smoothen the images, leading to loss of textural information. On the contrary, the MAP-based approach overcomes the limitation of MMSE filters by utilizing prior knowledge about statistical distribution of texture and speckle individually. In the past, lots of Gaussian distribution based MAP estimation in WT domain is used for SAR despeckling to achieve good noise reduction and feature preservation [11], [12]. But WT is not sufficient for edge preservation as it lacks higher frequency information. So in this work NSCT is used to create better analysis of texture and noise. The Rayleigh model accurately describes the statistics of the speckle model and also affects the quality of the image. Any transforms such as WT, NSCT follows the multiplicative noise pattern. The main challenge in the modelling of the SAR image is the selection of the statistical prior model that decides the accuracy of the resultant image. If the prior model is chosen properly the noise can be removed effectively. Wavelets or wavelet extensions such as CT and NSCT transforms, mainly handle the additive noisy pattern [19]. It converts the multiplicative noise to additive noise. But, this nonlinear transform completely changes the statistics of the speckle model and also affects the quality of the image. The prior models of SAR NSCT coefficients are based on the Gaussian distribution. Gaussian distribution is an additive model. Due to the multiplicative background of the SAR image, NSCT with Gaussian statistical prior models are not appropriate for despeckling the SAR images.

To obtain good noise-free and edge-preserved SAR images, this work uses non-Gaussian NSCT model coefficients using Rayleigh and Laplacian statistical prior distributions [15]. The main contributions of this proposed work are stated as follows:

- Modelling the NSCT higher frequency coefficients using Rayleigh distribution to preserve the multiplicative noise pattern and Laplacian distribution is used to preserve maximum features.
- BMAP based on the statistical measure of Rayleigh and Laplacian distributions is used to effectively eliminate the noisy coefficients.

This proposed NSCT-BMAP approach is compared with state of art Bayesian SAR despeckling techniques such as Generalized Guided Filter with Bayesian Non Local Means (GGF-BNLMM) [16], Cauchy exponential compound Gaussian (CE-CG) maximum a posterior (MAP) [17] and Homomorphome Bayesian in terms of Bayes shrink in discrete WT (HBSWT) [18] and Non-Subsampled contourlet Gaussian Laplacian (NSCT-GL) MAP [19] approaches.

The rest of this paper is structured as follows: Section 3 explains this work. Section 4 describes the quality metrics. Section 5 discusses the experimental results and Section 6 concludes this work.

### 3. Despeckling Approach

The idea of this work is to correctly define the noise and noise free content using prior distributions which is appropriate for the statistics of the SAR image model which contains random noise. Speckle noise is randomly mixed with surface texture information of the image. So the statistics of the speckle image model is identified by the multiplicative noise pattern. The main challenge in the modelling of the SAR image is the selection of the statistical prior model that decides the accuracy of the resultant image. If the prior model is chosen properly the noise can be removed effectively. Wavelets or wavelet extensions such as CT and NSCT transforms, mainly handle the additive noisy pattern [19]. It converts the multiplicative noise to additive noise. But, this nonlinear transform completely changes the statistics of the speckle model and also affects the quality of the image. The prior models of SAR NSCT coefficients are based on the Gaussian distribution. Gaussian distribution is an additive model. Due to the multiplicative background of the SAR image, NSCT with Gaussian statistical prior models are not appropriate for despeckling the SAR images. The histogram of the SAR image model with speckle noise is shown in Fig. 1 that is Rayleigh like model that does not follow the Gaussian bell shaped model. The Rayleigh model accurately describes the statistics of an SAR image.

This work uses Rayleigh ($R$) and Laplacian ($L$) distribution-based statistical priors to model the noise and noise-free coefficients for despeckling SAR images in the NSCT domain. NSCT SAR additive noise coefficients are converted to multiplicative noise content using $R$ distribution. $L$ distribution serves as the local variance operator. Statistical estimation is carried out on the $RL$ distributions of multi-scale and multi-directional NSCT coefficients. BMAP is a point estimation in which most often values are estimated to eliminate the noise. Based on the $RL$ statistical information, BMAP removes the noisy coefficients. In this work,

![SAR image statistics and its Rayleigh distribution.](image)
NSCT transform is processed up to 3 levels which delivers different resolution ranges of lower and higher frequency coefficients. Lower frequency (Lo) coefficients are contours that contain the magnitude of an image. Similarly, higher frequency (Hi) coefficients are regions that contain major information on features such as shapes, edges and textures. Thus, higher frequency coefficients have more noise. Accordingly, this BMAP despeckling work concentrates only on the higher frequency coefficients. Initially, NSCT is applied on the noisy SAR images to get the lower and higher frequency coefficients. Second, Rayleigh (R) and Laplacian (L) distributions are applied on the NSCT higher frequency coefficients. Third, Bayesian MAP is applied on the RL model coefficients. Lastly, Inverse Non-Subsampled Contourlet Transform (INSCT) is applied on the lower and higher frequency coefficients to obtain the de-speckled SAR image. The entire work is referred to as the NSCT-BMAP despeckling method. The block diagram of this NSCT-BMAP despeckling is depicted in Fig. 2. NSCT and BMAP estimation are explained in the following section.

3.1 NSCT-BMAP

NSCT is a combination of Non Subsampled Pyramid (NSP) and Non Subsampled Directional Filter Banks (NSDFB). NSP scatters the resolution singularity and NSDFB distinguishes the higher dimensional resolution singularity. Therefore, NSCT offers better frequency selectivity and regularity. BMAP is an estimation of the values that appears most often in a set of data of the random event, where the conditional probability is allocated after the relevant evidence is taken into account. Rayleigh and Laplacian probability density functions model the noise and noise free coefficients respectively. Statistical information of each model’s coefficient attains posterior probability conditions. Based on the conditional probability, noisy coefficients are eliminated. RL-based BMAP is explained as follows:

The observed SAR image of the higher frequency coefficients is given in (1).

\[ \text{Original}_{\text{SAR}} = R + L. \]  

(1)

Equation (1) is rewritten as (2)

\[ L = \text{Original}_{\text{SAR}} - R. \]  

(2)

In (1) and (2) \( R \) represents the noisy component and \( L \) represents the noise-free component. They are defined in (3) and (5) respectively.

\[ R = \frac{A^2}{\alpha^2} \exp \left( -\frac{A^2}{2\alpha^2} \right) \]  

(3)

where \( A \) is the noise amplitude and \( \alpha \) is the fading parameter. \( \alpha \) is defined in (4).

\[ \alpha = \frac{\sigma_A}{\sqrt{2}} \]  

(4)

where \( \sigma_A \) is the noisy variance.

\[ L = \frac{1}{\sigma_K \sqrt{2\pi}} \exp \left( -\frac{\sqrt{2}[K - \mu_K]}{\sigma_K} \right) \]  

(5)

In (5), \( \sigma_K \) is the noise-free variance and \( \mu_K \) is the noise-free mean.

\[ \mu_K = E(K), \]  

(6)

\[ \sigma_K^2 = \Psi_{\mu_K^2} C_K^2 \]  

(7)

where \( \mu_K^2 \) and \( C_K^2 \) is the mean of the noise and standard deviation of noise respectively.

Bayes rule and log function is applied on (2) and results in noise free (\( L’ \)) coefficients which is given in (8).

\[ L’ = \arg \max_{\text{Hi}} \left[ p(L) \mid p(R) \right] \]  

(8)

Based on (8), BMAP estimator for Hi coefficients is obtained and given in (9).

\[ L’ = \arg \max_{\text{Hi}} \left[ \log p \left( \frac{1}{\sigma_K \sqrt{2\pi}} \exp \left( -\frac{\sqrt{2}[K - \mu_K]}{\sigma_K} \right) \right) \right] \]  

(9)

From (5), (6) and (7), a set of statistical parameters \( \alpha, \mu_K \) and \( \sigma_K \) is calculated for higher frequency coefficients. The parameters are initialized first and then a maximum posterior step is iteratively performed until the parameters meet the convergence conditions.

Equation (9) is differentiated with respect to \( k \) and equated to zero which results in (10).

\[ L’ = R - \frac{\sqrt{2\alpha^4 + 4\alpha^4 \sigma_A^2 + \alpha^2 \sqrt{2}}}{2\sigma_K}. \]  

(10)

In (11), \( R = \frac{\sqrt{2\alpha^4 + 4\alpha^4 \sigma_A^2 + \alpha^2 \sqrt{2}}}{2\sigma_K} \) term is simplified as variable \( P \).
Non-reference measures are applied on the real SAR image. Two types of quality metrics are used. To assess the capacity of a despeckling technique, different metrics in the denoising procedure. When the value of the PSNR is high, then the quality of the denoised image is good; otherwise, it is considered bad. MSE measures the error between two comparing a despeckled image and reference image. Universal Image Quality Index (UIQI) helps to analyze the linear correlation, luminance and contrast of the image. SSIM is used to measure the similarity between denoised images against reference image. SSIM ranges between –1 to 1 and UIQI values ranges between 0 and 1. Values near to 1 represent better image quality. MSE, PSNR, SSIM and UIQI are given in (11)–(14).

$$MSE = \frac{1}{m,n} \sum_{i,j} (Di(m,n) - Oi(m,n))^2$$

$$PSNR = 10 \log_{10} \left( \frac{255 \times 255}{MSE} \right)$$

$$SSIM = \frac{(2\mu_{Di}\mu_{Oi} + C_1)(2\sigma_{Di,Oi} + C_2)}{\mu_{Di}^2 + \mu_{Oi}^2 + C_1(\sigma_{Di}^2 + \sigma_{Oi}^2 + C_2)}$$

$$UIQI = \frac{\sigma_{Di,Oi}}{\sigma_{Di}^2 + \sigma_{Oi}^2} \cdot \frac{2DiOi}{Di^2 + Oi^2} \cdot \frac{2\sigma_{Di} \cdot \sigma_{Oi}}{\sigma_{Di}^2 + \sigma_{Oi}^2}$$

In (13) and (14), $\mu_{Di}, \mu_{Oi}, \sigma_{Di}, \sigma_{Oi}, \sigma_{Di,Oi}$ are local means, standard deviation and cross variance for original and despeckled images.

The basic non-reference measures [22] considered are Noise Mean Value (NMV), Noise Variance (NV), the Mean Square Difference (MSD) and an Equivalent Number of Looks (ENL). NMV and NV are used to determine the noise content in the despeckled image. A lower value of NMV indicates better performance. MSD is the average amount of noise content is removed. ENL is generally used to show the smoothening effect in the despeckling methods. A higher value of ENL implies a good despeckling performance. NMV, NV, MSD, and ENL are given in (15)–(18) respectively.

$$NMV = \sum_{m,n} Di(m,n) - Oi(m,n), \quad (15)$$

$$NV = \sum_{m,n} (Di(m,n) - NMV)^2 \quad (16)$$

$$ENL = \sum_{m,n} (Di(m,n) - Oi(m,n))^2$$

$$MSD = \sum_{m,n} (Di(m,n) - Oi(m,n))^2 / \sum_{m,n} Di(m,n)^2$$

$$NMV = \sum_{m,n} Oi(m,n)$$

$$NV = \sum_{m,n} (Oi(m,n) - NMV)^2$$

$$ENL = \sum_{m,n} (Oi(m,n) - NMV)^2$$

$$MSD = \sum_{m,n} (Oi(m,n) - NMV)^2$$
\[ MSD = \sum_{m,n} \frac{(Oi(m,n) - Di(m,n))^2}{m \times n}, \quad (17) \]

\[ ENL = \frac{NMV^2}{NV}. \quad (18) \]

Edge preservation in despeckled images is calculated using the Edge Save Index (ESI), Signal to Clutter Ratio (SCR), Deflection Ratio (DR). ESI is the edge-saving ability in the horizontal and vertical directions of the despeckled image. Both the directions of ESI are known as ESI_H and ESI_V and are given by (19) and (20). SCR is used to measure the strong edge targets of the de-speckled image as shown in (21). DR measures the overall information of the despeckled image as given by (22). DR should be high when stronger reflector points are present within the pixels.

\[ ESI_H = \frac{\sum_{x=1}^{m} \sum_{y=1}^{n} |Di(m,n)_{x,y} - Di(m,n)_{x,y-1}|}{Oi(m,n)_{x,y} - Oi(m,n)_{x,y-1}}. \quad (19) \]

\[ ESI_V = \frac{\sum_{x=1}^{m} \sum_{y=1}^{n} |Di(m,n)_{x,y} - Di(m,n)_{x,y+1}|}{Oi(m,n)_{x,y} - Oi(m,n)_{x,y+1}}. \quad (20) \]

\[ SCR = 10 \log_{10} \left( \frac{\sum_{m,n} \sum_{a} |Di(m,n)|}{T \sigma(m,n)} \right). \quad (21) \]

\[ DR = \frac{1}{m \times n} \sum_{m,n} \frac{Di(m,n) - NMV}{NV}. \quad (22) \]

5. Results and Discussion

In this section, experimental results and their performance characteristics are explained using some synthetic and real SAR images in order to validate the efficiency of the proposed algorithm. Figure 3 shows synthetic SAR images and speckle noise is added to these images using different levels of variance \((\sigma = 4, \sigma = 10, \sigma = 20, \sigma = 30 \text{ and } \sigma = 40)\). The noise added SAR images are shown in Fig. 4. Figure 5 shows the sample real SAR images which contain original speckle noise obtained by sensors. Real SAR images with original size of \(1500 \times 2672\) and noised SAR images with the size of \(512 \times 512\) are used to verify the performance of the proposed algorithm for the qualitative and quantitative assessment. All experiments are conducted in MATLAB version R2010a on Intel(R), Core(TM), i5, CPU 2.30 GHz, 4 GB RAM and 32-bit operating system. The same system configuration is used to opinion the execution time of the proposed algorithm and the existing techniques. The experimental results of the proposed method are compared with the results of Bayesian based state of techniques GGF-BNLM [16], CE-CG [17], HBSWT [18] and NSCT-GL [19] methods.

![Fig. 3. Synthetic SAR images: (a) SAR1, (b) SAR2, (c) SAR3, (d) SAR4.](image)

![Fig. 4. Noise added SAR images: (a) SAR1, (b) SAR2, (c) SAR3, (d) SAR4.](image)

![Fig. 5. Real SAR images: (a) SAR5, (b) SAR6, (c) SAR7, (d) SAR8.](image)
5.1 Datasets

To demonstrate the effectiveness of the developed NSCT-BMAP approach, eight different SAR images are taken with different background nature. Processed SAR1 to SAR4 images are taken from the public access database NASAPHOTOJOURNAL - jet population Laboratories [23], Belgian Platform on Earth Observation [24] and Sandia National Laboratories of U.S Government, Satellite Imagery - Airbus Defense and Space [25]. The real speckled SAR images namely SAR5, SAR6, SAR7 and SAR8 as shown in Fig. 5 are taken from the European space agency (ESA) [26] database.

5.2 Experimental Evaluation using Synthetic SAR Image

Figures 6–10 show the results of HBSWT, GGF-BNLM, CE-CG, NSCT-GL methods and the proposed method respectively. It is seen that the proposed algorithm attained good visual appearance than the other methods. The performance measures such as PSNR, SSIM, UIQI and RMSE are evaluated at different noise variances as shown in Tabs. 1 and 2. The best results are shown in bold. Table 1 shows comparison of existing and the proposed despeckling method based on PSNR and SSIM, while Table 2 shows those based on UIQI and RMSE. The results of HBSWT [18], GGF-BNLM [16], CE-CG [17] and NSCT-GL [19] methods show good performance in terms of visual appearance of image, but still presence of artifacts and slight disturbance in edges is seen. The proposed NSCT-BMAP method shows the best results compared to the existing methods.

On applying all the methods on the SAR1 image, it is observed that at noise variance level 10, NSCT-GL method shows the best results in terms of PSNR, while in rest of the noise variances, the proposed NSCT-BMAP method shows the best results.

For the SAR2 image, the proposed NSCT-BMAP method shows the best results in terms of PSNR and SSIM. For SAR3 image, GGF-BNLM shows the better results at low variance level i.e. 4 in terms of PSNR. CE-CG shows the better results at variance level 10 in terms of SSIM, while in rest cases in terms of PSNR and SSIM, NSCT-BMAP method shows the best results as depicted in Tab. 1. For SAR1 image, HBSWT method shows good result at noise level 30 in terms of UIQI. For SAR2 image, CE-CG method shows good result at variance level 10 in terms of UIQI. For SAR3 image, GGF-BNLM method shows better result at variance level 10 in terms of UIQI. In SAR4 image HBSWT method shows good result at noise variance level 20 in terms of UIQI. On comparing HBSWT, CE-CG and GGF-BNLM methods in terms of UIQI, the proposed NSCT-BMAP method is better in 95 percent of the cases while NSCT-GL shows best results in almost all the rest cases. The results of the proposed NSCT-BMAP method are far better than other methods in terms of MSE. The obtained UIQI, MSE, PSNR and SSIM values in terms of texture and edge preservation show good result using developed method than the HBSWT [18], GGF-BNLM [16], CE-CG [17] and NSCT-GL [19] methods.

![Fig. 6. Despeckled images using [18] method.](image1)

![Fig. 7. Despeckled images using [16] method.](image2)
Fig. 8. Despeckled images using [17] method.

(a) (b) (c) (d)

Fig. 9. Despeckled images using [19] method.

(a) (b) (c) (d)

Fig. 10. Despeckled images using the proposed method.

(a) (b) (c) (d)

<table>
<thead>
<tr>
<th>Images</th>
<th>Methods</th>
<th>PSNR of different noise variance</th>
<th>SSIM of different noise variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\sigma = 4$</td>
<td>$\sigma = 10$</td>
</tr>
<tr>
<td>SAR1</td>
<td>[18]</td>
<td>43.7758</td>
<td>41.6010</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>40.9001</td>
<td>40.9901</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>38.4333</td>
<td>40.6235</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>40.8567</td>
<td>42.0561</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>43.9899</td>
<td>41.8987</td>
</tr>
<tr>
<td>SAR2</td>
<td>[18]</td>
<td>42.7729</td>
<td>49.7004</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>38.0091</td>
<td>40.9341</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>38.4003</td>
<td>40.6125</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>40.8127</td>
<td>42.0111</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>42.9009</td>
<td>43.8007</td>
</tr>
<tr>
<td>SAR3</td>
<td>[18]</td>
<td>39.2991</td>
<td>36.9472</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>42.8881</td>
<td>38.9975</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>38.0751</td>
<td>39.6741</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>41.0078</td>
<td>40.3301</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>41.2222</td>
<td>40.6832</td>
</tr>
<tr>
<td>SAR4</td>
<td>[18]</td>
<td>36.9001</td>
<td>33.3331</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>39.1181</td>
<td>33.8905</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>38.0981</td>
<td>34.0041</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>41.0008</td>
<td>34.3331</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>42.6852</td>
<td>35.7532</td>
</tr>
</tbody>
</table>

Tab. 1. The results of performance evaluation on synthetic SAR images using PSNR and SSIM.
5.3 Experimental Evaluation using Real SAR Image

To evaluate the proposed method, the real SAR images SAR5, SAR6, SAR7 and SAR8 are considered for experiment. The obtained results compared with existing methods are shown in Figs. 11–14. Non reference quality metrics are calculated for evaluating the quality of despeckled images. Figures 11 and 14 show the result of the proposed method on uncorrelated speckle noise, the distributional behavior of the speckle can be analyzed and known but the degree of noise variance in the image cannot be estimated. Hence, it is a complicated task to despeckle the real noisy SAR image, but even then the proposed method performs better than other methods. Figures 15 and 16 show clear visualization of internal regions in terms of texture and edge features of despeckled real SAR images. R1 denotes original speckle region and R2, R3, R4, R5, R6 denote the despeckled results from HBSWT [18], GGF- BLM [16], CE-CG [17], NSCT-GL [19] and the proposed NSCT-BMAP methods respectively. From this figures it is confirmed that the proposed method preserves maximum edge and texture features than the existing methods. Performance analysis of the proposed NSCT-BMAP and existing methods on SAR5, SAR6, SAR7 and SAR8 images using non reference quality metrics are shown in Figs. 17–20. From Figs. 17–20, increased values of MSD, ENL, ESIH, ESIV, SCR and decreased values of NMV and NV confirm that the edges and surface textures are clearly obtained from the proposed method. Apart from evaluating a denoised image based on visual appearance and performance metrics, computational time of the algorithm is also one important factor. The average execution time is calculated for existing and proposed method using synthetic SAR images is shown in Tab. 3.

It can be observed from Tab. 3 that the NSCT-BMAP proposed method takes comparatively less computational

<table>
<thead>
<tr>
<th>Images</th>
<th>Methods</th>
<th>UIQI of different noise variance</th>
<th>MSE of different noise variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\sigma = 4$</td>
<td>$\sigma = 10$</td>
</tr>
<tr>
<td>SAR1</td>
<td>[18]</td>
<td>0.9060</td>
<td>0.8952</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>0.9237</td>
<td>0.9100</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>0.9213</td>
<td>0.9120</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>0.8751</td>
<td>0.9042</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>0.9782</td>
<td>0.9333</td>
</tr>
<tr>
<td>SAR2</td>
<td>[18]</td>
<td>0.8773</td>
<td>0.8458</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>0.9100</td>
<td>0.8991</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>0.9165</td>
<td>0.9674</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>0.8921</td>
<td>0.8631</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>0.9501</td>
<td>0.9568</td>
</tr>
<tr>
<td>SAR3</td>
<td>[18]</td>
<td>0.9079</td>
<td>0.9016</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>0.8912</td>
<td>0.9414</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>0.8891</td>
<td>0.9341</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>0.9125</td>
<td>0.9145</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>0.9471</td>
<td>0.9614</td>
</tr>
<tr>
<td>SAR4</td>
<td>[18]</td>
<td>0.8681</td>
<td>0.8648</td>
</tr>
<tr>
<td></td>
<td>[16]</td>
<td>0.9431</td>
<td>0.8876</td>
</tr>
<tr>
<td></td>
<td>[17]</td>
<td>0.9127</td>
<td>0.9108</td>
</tr>
<tr>
<td></td>
<td>[19]</td>
<td>0.8007</td>
<td>0.8976</td>
</tr>
<tr>
<td></td>
<td>Proposed method</td>
<td>0.9660</td>
<td>0.9313</td>
</tr>
</tbody>
</table>

Tab. 2. The results of performance evaluation on synthetic SAR images using UIQI and MSE.

Fig. 11. Results of the SAR5 image: (a) [18], (b) [16], (c) [17], (d) [19], (e) the proposed method.
Fig. 12. Results of the SAR6 image: (a) [18], (b) [16], (c) [17], (d) [19], (e) the proposed method.

Fig. 13. Results of the SAR7 image: (a) [18], (b) [16], (c) [17], (d) [19], (e) the proposed method.

Fig. 14. Results of the SAR8 image: (a) [18], (b) [16], (c) [17], (d) [19], (e) the proposed method.

Fig. 15. Edges of local region from SAR5 despeckled image:
(R1) Original SAR5, (R2) [18], (R3) [16], (R4) [17], (R5) [19], (R6) the proposed method.

Fig. 16. Texture surface of local region from SAR6 despeckled image:
(R1) Original SAR5, (R2) [18], (R3) [16], (R4) [17], (R5) [19], (R6) the proposed method.
Fig. 17. Performance analysis of the SAR5 image using non-reference quality metrics.

Fig. 18. Performance analysis of the SAR6 image using non-reference quality metrics.

Fig. 19. Performance analysis of the SAR7 image using non-reference quality metrics.
time than HBSWT, CE-CG, NSCT-GL but slightly more time than GGF-BNLM. Because GGF-BNLM method is obtained in spatial domain which produces less despeckling results than the other compared methods. So, the less time doesn’t affect the proposed method. On comparing Tabs. 1–3, it is confirmed that the results of the proposed algorithm are better than the other recent methods.

6. Conclusion

An NSCT-based Bayesian MAP approach for SAR despeckling is presented. NSCT uses sparse representation of images with different scale and dimensionality. SAR images are adequately modeled by the BMAP. Rayleigh distribution and Laplacian distribution are used in modelling the noise and noiseless coefficients, respectively, resulting in accurate statistical estimation results of the despeckled SAR image. Since the original and synthetic SAR images are used, reference and non-reference quality metrics are used for evaluating the quality of the proposed work. The NSCT-BMAP despeckling using the suggested quality measures shows more than 95% of accuracy in terms of preserving features than the other methods. This method is also more advantageous in other types of SAR images such as L, C, X band, with different resolutions obtained from the different aircrafts and satellites such as RISAT-1, Seasat, RADARSAT-1&2 etc. This NSCT-BMAP method is very useful in detection of ships, eddy current areas and other ocean relevant applications due its higher preservation of edges and texture.
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