Design and Implementation of Synchronization-free TDOA Localization System Based on UWB
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Abstract. At present, indoor localization system based on ultra-wideband (UWB) has attracted more and more attention. In UWB system, Time Difference of Arrival (TDOA) and Two-Way Ranging (TWR) are widely used. However, TDOA requires high-accuracy time synchronization between all anchor nodes and even slight noise can cause large localization error. In TWR, although two-way communication between anchor nodes with known location and blind nodes to be located can avoid the time synchronization issue effectively, the clock drift and the number of blind nodes will affect the system performance. To overcome these problems, a new synchronization-free TDOA location algorithm is proposed. Firstly, the clock model is established and the influence of antenna delay is considered. Then, the system signal exchange mechanism and localization model are proposed. In the system, the blind nodes just receive the ranging signals from anchor nodes so that the system has no limit on the number of blind nodes. Finally, the major factor affecting the accuracy of ranging - clock drift, is discussed, and then a clock frequency offset compensation algorithm is proposed. The indoor localization experiment results show that the indoor localization system designed in this paper can achieve 3-D localization.
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1. Introduction

At present, the location-based service (LBS) in the indoor environment is of great importance in many applications \cite{1,2}. Common solutions used for indoor localization include Zigbee \cite{3}, RFID \cite{4}, WiFi \cite{5}, Bluetooth \cite{6}, indoor landmark reference system \cite{7} and UWB \cite{8}. Compared to other solutions, UWB can provide the fine time resolution and have the ability to resist multi-path interference \cite{9,10}. So the indoor localization system based on UWB can usually provide higher localization accuracy than other methods \cite{11}.

There are many methods for positioning, such as Received Signal Strength (RSS), Angle of Arrival (AOA), Time of Arrival (TOA), Time Difference of Arrival (TDOA), Two-Way Ranging (TWR). RSS has limited accuracy due to the difficulty in precisely modelling the relationship between the received signal strength and the actual distance \cite{12}. In some positioning scenes, such as large shopping malls and hospitals, the accuracy provided by RSS can meet the requirements of personnel positioning, but may not satisfy the requirement of precise positioning in the robot room. AOA is not suitable for UWB because a large number of signal paths \cite{13}. TOA requires high-accuracy time synchronization for all the nodes \cite{14}, which is difficult to achieve in practice. TDOA and TWR are the most popular methods in UWB system. In normal TDOA localization scheme, the location of the blind node can be estimated by calculating the distance difference between anchor nodes and blind node \cite{15}. So TDOA requires high-accuracy time synchronization between all anchor nodes. To solve time synchronization issue, a synchronization-free TDOA scheme (called Whistle) in \cite{16} is proposed to achieve high time resolution and acquire the positioning accuracy of 10–20 cm, but blind nodes are required to transmit signal. J. X. Lee, et al. \cite{17} proposed a new method that does not require the time synchronization initially and can realize sub-meters ranging error. The Sequential-TDOA method in \cite{18} is proposed to reduce the requirement of time synchronization, but the clock drift is not considered and the positioning accuracy is nearly 1 m. In \cite{19}, the clock offset is estimated by symmetrical double-sided two way ranging (SDS-TWR) but used as a constant value. TWR, also called Round Trip Time (RTT) \cite{20}, can avoid the time synchronization issue effectively with two-way communication between anchor nodes and blind nodes. However, TWR is hard to maintain signal exchange if the system contains many blind nodes, so it not flexible and has the limit on the number of users.

To solve the above issues, a new synchronization-free TDOA localization scheme is proposed. Firstly, the clock system is modelled with starting time and clock frequency, the time synchronization can be achieved in the algorithm. Then, in order to eliminate the difference of starting time of...
all nodes, two-way communication is adopted to design the signals exchange. Unlike normal TWR, the blind nodes in this system are passive and just receive the ranging signals from anchor nodes, so that the system can break the limit on the number of users. What’s more, Kalman Filter algorithm is applied to compensate the relative clock drift between the blind node and the master station. Finally, the localization experiments verified the effectiveness and feasibility of the proposed scheme.

This paper is organized as follows. In Sec. 2, the clock model is established and the influence of antenna delay is considered. Based on this, the ranging model is determined. In Sec. 3, one of the major factors affecting the accuracy of ranging - clock drift, is discussed, and then a method of clock frequency offset compensation is introduced. In Sec. 4, some experiments are carried out to prove the feasibility and positioning accuracy of the scheme. Finally, conclusions are drawn in Sec. 5.

2. The Localization Principle

2.1 The Clock Model

In the localization system, each node has a set of clock system which is independent of each other. The continuous and homogeneous reference time can be chosen as the system clock to establish a unified clock system for time synchronization. The clock of nodes is one-to-one correspondence with the reference time, and we can model the relationship between clock frequency and reference time of nodes. Take the node $i$ for example. Assume that the starting time and clock frequency of node $i$ are $t_{\text{start}}^{i\text{node}}$ and $\lambda_{i\text{node}}$ respectively. For clock frequency $\lambda_{i\text{node}}(t)$, it is used to convert the reference time into local time in numerical terms. In this paper, DW1000 is used in the system. DW1000 is a fully integrated low power, single chip CMOS radio transceiver IC compliant with the IEEE 802.15.4-2011 ultra-wideband (UWB) standard. It spans 6 RF bands from 3.5GHz to 6.5GHz and facilitates proximity detection to an accuracy of +/- 10cm using two-way ranging time-of-flight measurements [21]. The sampling frequency of DW1000 is about 64 GHz, then $\lambda_{i\text{node}}(t) = 6.4 \times 10^{10}$, so one second (reference time) corresponds to the local time value is $6.4 \times 10^{10}$.

The relationship between the local time of node $i$ and the reference time can be expressed as

$$ t_{i\text{node}} = \int_{t_{\text{start}}^{i\text{node}}}^{t_{i\text{node}}} \lambda_{i\text{node}}(t)dt. $$

In (1), $t_{i\text{node}}$ is the local time of node $i$, and $t_{\text{start}}^{i\text{node}}$ is the reference time corresponding to $t_{i\text{node}}$. It is worth mentioning that the clock frequency is a constant value, but there will be drift due to temperature variation.

The process of transmitting signal is shown in the Fig. 1. The time from the signal generating unit to the antenna is the transmission signal delay and designated as $\Delta t_{S}^{\text{node}}$. It is known from the DW1000 chip manual "IC Calibration-Antenna Delay" section [21] that such delays need to be handled in order to measure the distance accurately. Suppose that node $j$ transmits a ranging signal and the transmitting time stamp is $t_{TS}^{j\text{node}}$. After some time delay, the signal leaves the antenna at $t_{TS}^{j\text{node}}$. $t_{TS}^{j\text{node}}$ and $t_{TS}^{j\text{node}}$ are the reference time corresponding to $t_{j\text{node}}^{TS}$ and $t_{j\text{node}}^{R}$. The time delay can be expressed as

$$ t_{TS}^{j\text{node}} - t_{TS}^{j\text{node}} = \Delta t_{S}^{j\text{node}} + \epsilon_{S}^{j\text{node}}. $$

In (2), $\Delta t_{S}^{j\text{node}}$ is a constant and represents the transmit time delay of node $j$, $\epsilon_{S}^{j\text{node}}$ is the noise with zero mean. Then, the transmitting time stamp can be expressed as

$$ t_{DS}^{j\text{node}} = \int_{t_{\text{start}}^{j\text{node}}}^{t_{DS}^{j\text{node}}} \lambda_{j\text{node}}(t)dt $$

$$ = \int_{t_{TS}^{j\text{node}}}^{t_{DS}^{j\text{node}}} - \lambda_{j\text{node}} - \epsilon_{j\text{node}} \lambda_{j\text{node}}(t)dt. $$

The process of receiving signal is shown in the Fig. 2. Similar to the transmission process described above. Suppose that a signal arrives at the antenna of node $i$, $t_{GR}^{i\text{node}}$ and $t_{i\text{node}}$ are the reference times corresponding to $t_{DR}^{i\text{node}}$ and $t_{i\text{node}}^{DS}$. The time delay can be expressed as

$$ t_{DS}^{i\text{node}} - t_{DS}^{i\text{node}} = \Delta t_{R}^{i\text{node}} + \epsilon_{R}^{i\text{node}}. $$

In (4), $\Delta t_{R}^{i\text{node}}$ is a constant and represents the receive time delay of node $i$, $\epsilon_{R}^{i\text{node}}$ is the noise with zero mean. The receiving time stamp can be expressed as

$$ t_{DR}^{i\text{node}} = \int_{t_{\text{start}}^{i\text{node}}}^{t_{DR}^{i\text{node}}} \lambda_{i\text{node}}(t)dt $$

$$ = \int_{t_{DS}^{i\text{node}}}^{t_{DR}^{i\text{node}}} + \lambda_{i\text{node}} - \epsilon_{i\text{node}} \lambda_{i\text{node}}(t)dt. $$

![Fig. 1. The process of transmitting signal.](image1)

![Fig. 2. The process of receiving signal.](image2)
2.2 The System Signal Exchange Mechanism

The localization system contains a master station (MS), \( L (L \geq 3) \) slave stations (SS), and \( N (N > 0) \) blind nodes (also called tags (T)). MS and SS are anchor nodes whose positions are known and fixed. They are transceivers. And blind nodes are receivers. MS coordinates the order of information transmission between nodes in the system. We call it a signal exchange mechanism. As is shown in Fig. 3, the system signal exchange mechanism is achieved by \( L \) groups of signal exchange. First of all, MS transmits a ranging signal, and the slave station 1 (SS1) and all the blind nodes receive this signal. After some time delay, (SS1) transmits another ranging signal, MS and all the blind nodes receive this signal to complete the first group of signal exchange. The other groups are similar. The \( L \) groups of signal exchange form a cycle of system signal exchange mechanism. In the system, the blind nodes just receive the ranging signal from MS and SS and never transmit signals. Therefore, the system can support unlimited blind nodes at the same time. What’s more, the number of blind nodes does not affect the signal exchange between MS and SS. So the system is flexible and practical.

2.3 The TDOA Localization Model

In the system, the localization process of blind nodes is similar to each other. Take the blind node \( j (T_j) \) for example to introduce the localization model. For convenience of representation, only one blind node location method will be discussed below, with the subscript \( j \) omitted and denoted as \( T \). All blind nodes are located in the same way and do not interfere with each other. The \( i \)th group of signal exchange is shown in Fig. 4. In fact, a cycle of signal exchange mechanism is quite short, and the moving speed of blind node is generally slow. So we can consider that blind node is stationary in one cycle. Assume that \( d_{MS}^{SS_i}, d_{MS}^{T}, d_{SS_i}^{T} \) represent the distance from MS to SS, from MS to T and from SS to T respectively. To facilitate reading, the symbol mark in Fig. 4 is hereby declared. Superscript denotes node, subscript D denotes information at signal processing unit, T denotes signal at antenna, S denotes transmission, and R denotes reception.

For example, \( t_{TR_1}^{T} \) indicates the time when the received signal reaches the blind node antenna for the first time in \( i \)th group information exchange. Assume that \( c \) represents the light speed. According to TOA [14]

\[
\begin{align*}
\left\{ \begin{array}{l}
    d_{MS}^{T} = c(t_{TR_1}^{T} - t_{TS}^{M}) \\
    d_{MS}^{SS_i} = c(t_{TR_1}^{T} - t_{TS}^{SS_i}) \\
    d_{SS_i}^{T} = c(t_{TR_2}^{T} - t_{TS}^{SS_i}) \\
\end{array} \right.
\end{align*}
\]

\[
\Rightarrow \quad d_{MS}^{T} = d_{SS_i}^{T} - d_{SS_i}^{T}
\]

\[
\begin{align*}
&= c(t_{TR_1}^{T} - t_{TS}^{MS}) - c(t_{TR_2}^{T} - t_{TS}^{SS_i}) \\
&= c(t_{TR_1}^{T} - t_{TS}^{MS}) - c(t_{TR_2}^{T} - t_{TS}^{SS_i}) + d_{MS}^{SS_i} - d_{SS_i}^{SS_i} \\
&= c(t_{TR_1}^{T} - t_{TS}^{MS}) + c(t_{TR_2}^{T} - t_{TS}^{SS_i}) + c(t_{TR_1}^{T} - t_{TS}^{SS_i}) - d_{SS_i}^{SS_i} \\
&= \Delta d + \eta_i.
\end{align*}
\]

In formula (6)

\[
\begin{align*}
\left\{ \begin{array}{l}
    \Delta d = c(\Delta_{MS}^{MS} + \Delta_{SS_i}^{MS}) \\
    \eta_i = c(\Delta_{MS}^{MS} - \Delta_{SS_i}^{MS}) \\
\end{array} \right.
\end{align*}
\]

\( \Delta d \) represents a distance constant caused by receiving time delay and transmitting time delay of MS. \( \eta_i \) represents the Gauss white noise with zero mean. In the formula (6), \( d_{MS}^{SS_i} \) is the distance from the master base station MS to the \( i \)th slave base station, and they are fixed at a known position and therefore are known quantities. However, \( t_{TR_1}^{T} - t_{TS}^{SS_i} \) can only be obtained from MS’s clock, \( t_{TR_2}^{T} - t_{TS}^{SS_i} \) can only be obtained from T’s clock, SS does not participate in the calculation, so there is no need for anchor node clock synchronization. According to Sec. 2.1, Fig. 4 can be expressed as...
8ms, so it can meet the requirements of the system clock and the time required for sub-cycle communication is about
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In this system, the local time count value of 1 corresponds to the reference time of 1/(6.4 \times 10^{10}) second. This value changes due to clock drift, which will be addressed by the following clock offset compensation algorithm. Due to the similar process of each group in one cycle, here we will not repeat. So the localization scheme for T can be expressed as

\[
a_{MS}^T - a_{SS}^T = c k^T MS - c k^T T - a_{SS}^T - \Delta d + \eta_1,
\]

\[
d_{MS}^T - d_{SS}^T = c k^T MS - c k^T T - d_{SS}^T - \Delta d + \eta_2,
\]

\[
a_{MS}^T - a_{SS}^T = c k^T MS - c k^T T - d_{SS}^T - \Delta d + \eta_L.
\] (12)

A further application of equation (12) will be described in detail below.

3. Compensation for Clock Frequency

In (12), the clock frequency of blind nodes has a great effect on localization. On the one hand, it is hard to know each blind node’s clock frequency if a large number of blind nodes need to be positioned. On the other hand, the localization system is not flexible and practical if blind node’s clock frequency must be known for localization. So, here we introduce a method to compensate the effect of blind node’s clock frequency drift.

3.1 Compensation Coefficient of Clock Frequency

Assume that \(x = k^T / k^{MS}\) and \(x\) represents the compensation coefficient. We can estimate the value of \(x\) by the observed time stamp in real time to compensate the difference of clock frequency between MS and T. The system signal exchange mechanism is shown in Fig. 5. The time stamp of the MS is transmitted to the blind node to calculate the clock compensation coefficient. The Fig. 5 can be expressed as

\[
d_{MS}^T = c(\bar{t}_{TR_i} - T_{MS}) = c(\bar{t}_{TR_i} - T_{TS_i})
\]

\[
\Rightarrow \frac{d_{MS}^T}{d_{SS}^T} = \frac{\bar{t}_{TR_i} - T_{MS}}{\bar{t}_{TR_i} - T_{TS_i}}
\]

\[
\Rightarrow k^MS(c_{MS}^{TS_i} - c_{MS}^{T_{TS_i}}) = k^T(c_{TR_i}^{T_{TR_i+1}} - c_{TR_i}^{T_{TR_i-1}})
\]

\[
x = \frac{k^T}{k^{MS}} = \frac{\bar{t}_{TR_i} - T_{TS_i}}{\bar{t}_{TR_i} - T_{TR_i}} = \frac{\bar{t}_{TR_i} - T_{TS_i}}{\bar{t}_{TR_i} - T_{TR_i}} + \phi_i.
\]

Fig. 5. Signal exchange for compensation coefficient.
There is a small error between the time difference $t_{TS,i+1} - t_{TS,i}$ and $t_{DS,i+1} - t_{DS,i}$ due to the influence of the circuit transmission noise. Similarly, there is a small error between $t_{TR,i+1} - t_{TR,i}$ and $t_{DR,i+1} - t_{DR,i}$. $\varphi_i$ is the ratio between these two small error terms.

Suppose that $w$ represents the measured value of $x$ in one cycle. $w$ can be expressed as

$$w = \frac{1}{L-1} \sum_{i=1}^{L-1} t_{DS,i+1} - t_{DS,i}.$$  \hspace{1cm} (14)

In (14), $L$ is the number of SS. The relationship between $x$ and $w$ can be expressed as

$$w = x + \varphi.$$  \hspace{1cm} (15)

In (15), $\varphi$ can be treated as Gauss white noise with zero means. $\varphi$ is the cumulative average of $\varphi_i$. Here Kalman filter algorithm is used to estimate the optimal value of $x$.

### 3.2 Application of Kalman Filter Algorithm

The value of $x$ is usually stable and affected by the Gauss white noise in a very short time interval. Assume that $x_n$ and $x_{n+1}$ represent the compensation coefficient in $n^{th}$ and $(n+1)^{th}$ cycle respectively. The state equation can be expressed as

$$x_{n+1} = x_n + \phi.$$  \hspace{1cm} (16)

In (16), $\phi$ is additive white Gaussian noise with zero mean. Assume that $w_n$ represents the measured value of $x_n$ in $n^{th}$ cycle. The measurement equation can be expressed as

$$w_n = x_n + \varphi.$$  \hspace{1cm} (17)

According to (16) and (17), the Kalman filter algorithm can be expressed as

$$\hat{x}_{n+1} = \hat{x}_n + G_n(w_{n+1} - \hat{x}_n),$$

$$\hat{x}_1 = E(x_1).$$  \hspace{1cm} (18)

In (18), $G_n$ represents the Kalman gain coefficient. $E(x_1)$ represents the expected value of $x_1$. The filter system is a linear time-invariant system. The limiting Kalman filter algorithm [23] can be applied to this system. It can be proved that $\{G_n\}$ is convergent on the condition that the linear system changes very smoothly. Suppose that $G = \lim G_n$. So the limiting Kalman filter algorithm can be expressed as

$$\hat{x}_{n+1} = \hat{x}_n + G(w_{n+1} - \hat{x}_n),$$

$$\hat{x}_1 = E(x_1).$$  \hspace{1cm} (19)

### 3.3 The Clock Frequency of MS

In a practical design, there exists the clock frequency drift in MS because the variety of surrounding environment such as pressure and temperature. Usually, the random variables can be modelled as white Gaussian noise when the clock system of MS is in fully stable operation. Assume that $\eta_{\text{mean}}$ and $\eta_{\text{MS}}$ represent the expected value of MS' clock frequency and random variable respectively. The $k_{\text{MS}}$ can be expressed as

$$k_{\text{MS}} = k_{\text{mean}} + \eta_{\text{MS}}.$$  \hspace{1cm} (20)

### 3.4 The TDOA Localization

According to (12), (19), (20), the TDOA localization model for $T$ can be expressed as

$$d_{\text{MS}} - d_{\text{SS}_1} = c k_{\text{mean}} (\Delta t_{1,\text{MS}} - \Delta t_{1,\text{T}}) - d_{\text{SS}_1} - \Delta d + \gamma_1,$$

$$d_{\text{MS}} - d_{\text{SS}_2} = c k_{\text{mean}} (\Delta t_{2,\text{MS}} - \Delta t_{2,\text{T}}) - d_{\text{SS}_2} - \Delta d + \gamma_2,$$

$$\vdots$$

$$d_{\text{MS}} - d_{\text{SS}_L} = c k_{\text{mean}} (\Delta t_{L,\text{MS}} - \Delta t_{L,\text{T}}) - d_{\text{SS}_L} - \Delta d + \gamma_L.$$  \hspace{1cm} (21)

In (21), $\gamma_1$, $\gamma_2$, $\gamma_L$ represent the white Gaussian noise with zero mean. Suppose

$$r = c k_{\text{mean}}.$$  \hspace{1cm} (22)

$$d_i = d_{\text{MS}} - d_{\text{SS}_i} + d_{\text{SS}_i} (i = 1, 2, ..., L),$$

$$t_i = \Delta t_{i,\text{MS}} - \Delta t_{i,\text{T}} (i = 1, 2, ..., L).$$  \hspace{1cm} (23)

$r$ and $\Delta d$ are determined by the clock frequency and time delay of MS, so the value of the two parameters don’t change with the localization of different blind nodes. $t_i$ represent the time data of $T$, which can be calculated by the available time stamp in one cycle. Placing the MS and SS at the determined coordinate position, recording the time stamp information of the MS transmission signal and the time stamp information of the reception signal, calculating $\Delta t_{i,\text{MS}}$ by (11) simultaneously recording the time stamp information of the blind node reception signal, calculating $\Delta t_{i,\text{T}}$. Then $t_i$ can be calculated by (24). In (23), $d_{\text{SS}_i}$ represents the constant distance from MS to the slave station $i$ (SS$_i$), $d_{\text{MS}} - d_{\text{SS}_i}$ represents the distance difference from T to MS and SS$_i$. Since the location of MS and SSs are known, $d_i$ can be measured. $r$ and $\Delta d$ can be obtained by collecting multiple sets of data and performing linear fitting by using the least square method. The location of blind nodes can be estimated by calculating a series of distance difference according to (21). In this paper, Taylor iterative algorithm is adopted to calculate the location of blind nodes because it produces high accuracy with proper computational complexity.

Taking one MS and three SSs as examples, the location process of a blind node is briefly introduced. Since the positions of all the base stations are known, $d_{\text{SS}_i}$ is a known
value, and the value of $d_{SSi}^T - d_{MS}^T$ can be obtained from (21). To simplify the expression, use subscript 1 represents MS, 2/3/4 are SSs, and 5 represents blind node. For example, $d_{15}$ means the distance between MS and blind node.

$$
R_a = d_{15} - d_{25},
R_b = d_{15} - d_{35},
R_c = d_{15} - d_{45}.
$$

Assume that the base station coordinates are $P_i(x_i, y_i, z_i)$, $i = 1, 2, 3, 4$, and the initial value of blind node position is $\hat{P}_0(\hat{x}_0, \hat{y}_0, \hat{z}_0)$, then, the $n$th times of iteration position is $\hat{P}_n(\hat{x}_n, \hat{y}_n, \hat{z}_n)$.

$$
\hat{x}_{n+1} = \hat{x}_n + \Delta \hat{x}_n,
\hat{y}_{n+1} = \hat{y}_n + \Delta \hat{y}_n,
\hat{z}_{n+1} = \hat{z}_n + \Delta \hat{z}_n.
$$

$$
\hat{P}_n = \left[ \begin{array}{c} \hat{x}_n \\ \hat{y}_n \\ \hat{z}_n \end{array} \right]^T.
$$

$$
\hat{P}_{n+1} = \hat{P}_n + (A_n^T Q_n^{-1} A_n)^{-1} A_n^T Q_n^{-1} r_n.
$$

In (29),

$$
r_n = \begin{bmatrix} R_a - d_{15} + d_{25} \\ R_b - d_{15} + d_{35} \\ R_c - d_{15} + d_{45} \end{bmatrix},
$$

$$
A_n = \begin{bmatrix}
\frac{\hat{x}_n - x_1}{d_{15}} & \frac{\hat{x}_n - x_2}{d_{25}} & \frac{\hat{x}_n - x_3}{d_{35}} & \frac{\hat{x}_n - x_4}{d_{45}} \\
\frac{\hat{y}_n - y_1}{d_{15}} & \frac{\hat{y}_n - y_2}{d_{25}} & \frac{\hat{y}_n - y_3}{d_{35}} & \frac{\hat{y}_n - y_4}{d_{45}} \\
\frac{\hat{z}_n - z_1}{d_{15}} & \frac{\hat{z}_n - z_2}{d_{25}} & \frac{\hat{z}_n - z_3}{d_{35}} & \frac{\hat{z}_n - z_4}{d_{45}}
\end{bmatrix},
$$

$Q_n$ is the covariance matrix of the reference time. $R_a$, $R_b$, $R_c$ are measured by system and $d_{15}$, $d_{25}$, $d_{35}$, $d_{45}$ are calculated from the estimated coordinates. The iteration is performed until the position increment satisfies

$$
\Delta \hat{x}_n^2 + \Delta \hat{y}_n^2 + \Delta \hat{z}_n^2 < \epsilon^2.
$$

Then, the real position of the blind node can be obtained. In (32), $\epsilon$ is the default threshold value.

### 4. Experiment in LOS Environment

In this paper, the TDOA ranging scheme is established with a linear model, and the experiment has been carried out in LOS environment to verify the feasibility of the proposed scheme. What’s more, the value of $r$ and $\Delta d$ has been estimated with least square estimation algorithm.

---

#### 4.1 Experimental Condition

In the experiment, the localization system contains a master station, three slave stations, and a blind node. The hardware is UWB indoor localization module based on DWM1000 chip. The chip has the function of transmitting and receiving signals, and the high-frequency clock is integrated into the chip, which can provide the receiving time stamp and the transmitting time stamp. The circuit board is shown in Fig. 6. The specific experimental procedure is as follows.

1) Select the appropriate experimental site. Fix MS and 3 SSs in the suitable position, so that their spatial distribution can obtain good GDOP (Geometric Dilution of Precision) value which represents the distance vector amplification factor between the receiver and the base station caused by the ranging error. In order to realize 3-dimensional positioning, at least 4 base stations are needed. 1 MS and 3 SSs is the simplest case, which is easy to realize and convenient to discuss.

The calculation method of GDOP is as follows, assuming that four base stations are used for positioning, the coordinates of four base stations are recorded as $(X_1, Y_1, Z_1), (X_2, Y_2, Z_2), (X_3, Y_3, Z_3), (X_4, Y_4, Z_4)$, and the coordinates of the estimated point $A$ be $(X_A, Y_A, Z_A)$. Its GDOP value is

$$
GDOP_A = \sqrt{(G_A^T G_A)^{-1}}
$$

where $trace(\cdot)$ represents the trace of the matrix, $T$ is the transpose of the matrix. And $G_A$ is

$$
G_A = \begin{bmatrix} \cos \alpha_{A1} & \cos \beta_{A1} & \cos \gamma_{A1} \\ \cos \alpha_{A2} & \cos \beta_{A2} & \cos \gamma_{A2} \\ \cos \alpha_{A3} & \cos \beta_{A3} & \cos \gamma_{A3} \\ \cos \alpha_{A4} & \cos \beta_{A4} & \cos \gamma_{A4} \end{bmatrix}
$$

where

$$
X_{Ai} = X_i - X_A,
Y_{Ai} = Y_i - Y_A,
Z_{Ai} = Z_i - Z_A
$$

and $D_{Ai} = \sqrt{(X_{Ai} - X_A)^2 + (Y_{Ai} - Y_A)^2 + (Z_{Ai} - Z_A)^2}$ is the distance from base station $i$ to point $A$. 

---

![Fig. 6. UWB indoor localization circuit board.](image-url)
2) Let all the nodes work for a period of time, so that their clock system are in fully stable operation.

3) Fix the blind node in a test point. Measure and record the distance from the blind node to MS and 3 SSs.

4) Make the system work for a period of time, and record the time stamp of MS and the blind node.

5) Select 15 test points, and repeat step (3), (4) for each test point.

The true distances between 15 test points and the base stations are shown in Tab. 1.

4.2 The Results of Ranging

A total of 15 groups of experiments were carried out to verify the feasibility of the proposed scheme. Generally, the smaller value of \(G\), the better filtering performance, but the higher delay. In this paper, the value of \(G\) is chosen as 0.01.

As is shown in Fig. 7, the clock offset compensation coefficient \(w\) fluctuates slightly before filtering at each sampling point due to noise interference, by using Kalman filtering algorithm, it can be seen that the noise can be effectively filtered out and the optimal value of the compensation coefficient can be estimated in real time. In order to show the influence of frequency offset compensation coefficient on ranging more intuitively, the ranging results obtained with and without frequency offset compensation are shown in Tab. 2. Three distances can be obtained for each point, and definition \(R_1 = d_{15} + d_{12} - d_{25}, R_2 = d_{15} + d_{13} - d_{35}, R_3 = d_{15} + d_{14} - d_{45}\).

Take two test points for analysis. From table 2, we can see that the ranging error is effectively reduced with frequency offset compensation. The ranging error is shown in Fig. 8, and the error is 229 mm (RMS).

<table>
<thead>
<tr>
<th>Test point</th>
<th>(d_{12}) [mm]</th>
<th>(d_{13}) [mm]</th>
<th>(d_{14}) [mm]</th>
<th>(d_{15}) [mm]</th>
<th>(d_{25}) [mm]</th>
<th>(d_{35}) [mm]</th>
<th>(d_{45}) [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>1598</td>
<td>5694</td>
<td>8746</td>
<td>6844</td>
</tr>
<tr>
<td>2</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>2498</td>
<td>4602</td>
<td>8084</td>
<td>7104</td>
</tr>
<tr>
<td>3</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>3532</td>
<td>3520</td>
<td>7040</td>
<td>7502</td>
</tr>
<tr>
<td>4</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>4600</td>
<td>2490</td>
<td>7116</td>
<td>8110</td>
</tr>
<tr>
<td>5</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>5666</td>
<td>1624</td>
<td>6834</td>
<td>8739</td>
</tr>
<tr>
<td>6</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>6470</td>
<td>3544</td>
<td>4661</td>
<td>7158</td>
</tr>
<tr>
<td>7</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>5636</td>
<td>4062</td>
<td>4990</td>
<td>6374</td>
</tr>
<tr>
<td>8</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>4758</td>
<td>4789</td>
<td>5580</td>
<td>5598</td>
</tr>
<tr>
<td>9</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>4028</td>
<td>5609</td>
<td>6335</td>
<td>5049</td>
</tr>
<tr>
<td>10</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>3586</td>
<td>6560</td>
<td>7169</td>
<td>4662</td>
</tr>
<tr>
<td>11</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>5712</td>
<td>7929</td>
<td>6020</td>
<td>2548</td>
</tr>
<tr>
<td>12</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>6006</td>
<td>7218</td>
<td>5063</td>
<td>3208</td>
</tr>
<tr>
<td>13</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>6506</td>
<td>6568</td>
<td>4048</td>
<td>4054</td>
</tr>
<tr>
<td>14</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>7162</td>
<td>6098</td>
<td>3175</td>
<td>4996</td>
</tr>
<tr>
<td>15</td>
<td>6676</td>
<td>10294</td>
<td>7850</td>
<td>7892</td>
<td>5768</td>
<td>2546</td>
<td>6026</td>
</tr>
</tbody>
</table>

Tab. 1. The distances between 15 test points and each base station.

<table>
<thead>
<tr>
<th>Test point</th>
<th>(R_1)</th>
<th>(R_2)</th>
<th>(R_3)</th>
<th>(R_1)</th>
<th>(R_2)</th>
<th>(R_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Real distance</strong></td>
<td>2580</td>
<td>3146</td>
<td>2604</td>
<td>4572</td>
<td>4708</td>
<td>3244</td>
</tr>
<tr>
<td><strong>Ranging average with compensation coefficient</strong></td>
<td>2440</td>
<td>2948</td>
<td>2401</td>
<td>4301</td>
<td>5146</td>
<td>3080</td>
</tr>
<tr>
<td><strong>Ranging error with compensation coefficient</strong></td>
<td>−140</td>
<td>−198</td>
<td>−203</td>
<td>−271</td>
<td>438</td>
<td>−164</td>
</tr>
<tr>
<td><strong>Ranging average without compensation coefficient</strong></td>
<td>3910</td>
<td>4389</td>
<td>3830</td>
<td>5767</td>
<td>6524</td>
<td>4549</td>
</tr>
<tr>
<td><strong>Ranging error without compensation coefficient</strong></td>
<td>1330</td>
<td>1243</td>
<td>1226</td>
<td>1195</td>
<td>1816</td>
<td>1305</td>
</tr>
</tbody>
</table>

Tab. 2. Influence of frequency offset compensation coefficient on ranging (unit:mm).
4.3 Indoor Location Experiment

In order to verify the performance of indoor localization, the indoor static and dynamic localization experiments have been carried out. Space rectangular coordinate system is established, the MS and SSs are fixed in the appropriate positions in the laboratory. The specific layout is shown in Fig. 9.

In the indoor static localization experiment, 15 positions are chosen as the experimental site and fix the blind node with 1500 mm height. The schematic diagram of the test points is shown in Fig. 10. The localization results of the static localization experiment are shown in Fig. 11.

As is shown in Fig. 11, the position coordinate values of the X-axis and Y-axis are highly stable when the blind node is in a stationary state. The CDF function of the positioning error of each axis and the total error is shown in Fig. 12, and the localization error in X-axis and in Y-axis is 166 mm (RMS) and 119 mm (RMS) respectively. The 2D positioning accuracy is $\sqrt{166^2 + 119^2} = 204$ mm (RMS). The localization error in Z-axis is 483 mm (RMS). The positioning solution is inversely proportional to GDOP. The smaller GDOP value, the higher positioning accuracy obtained. Table 3 summarizes the experimental results of UWB positioning system published in recent years.

In the indoor dynamic localization experiment, four key points are selected, the motion track starts from the first point, sequentially passes through the other key points and finally returns to the first point, the location results at the key points are shown in Tab. 4. The trajectory of the blind node in the XY plane is shown in Fig. 13. The coordinates of the blind node are shown in Fig. 14.

The results of the indoor static and dynamic localization experiment demonstrates that the localization scheme designed in this paper can achieve 3-D localization with high accuracy. Due to the limitation of the experimental environment, the height difference between the base stations is not large, VDOP (Vertical dilution precision) is large, so the positioning error of Z-axis is higher than that of X-axis and Y-axis. Improving the spatial distribution of base stations can improve the positioning accuracy [30].

![Fig. 9. The installation layout.](image_url)

<table>
<thead>
<tr>
<th>Ref</th>
<th>Technique</th>
<th>Architecture</th>
<th>Accuracy(2D)</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>[18]</td>
<td>sequential-TDOA</td>
<td>Tiny TriSOS</td>
<td>1 m</td>
<td>Low precision, low cost, no limit on the number of blind nodes. No need global clock synchronization, but no clock drift compensation.</td>
</tr>
<tr>
<td>[26]</td>
<td>TOA</td>
<td>Pulse generator Oscilloscope</td>
<td>7.4 cm</td>
<td>High precision, high cost, wired connection restriction layout. Using pulse synchronization generator.</td>
</tr>
<tr>
<td>[27]</td>
<td>Two-way TOA</td>
<td>WLAN RFIC</td>
<td>50 cm</td>
<td>Low precision, low cost, blind nodes need actively transmit signals. No need for global clock synchronization.</td>
</tr>
<tr>
<td>[28]</td>
<td>Two-way TOA</td>
<td>Pulse generator Energy detector</td>
<td>29 cm</td>
<td>Medium precision, low cost, blind nodes need actively transmit signals. No need for global clock synchronization.</td>
</tr>
<tr>
<td>[29]</td>
<td>asynchronous-TDOA</td>
<td>Pulse generator Energy detector</td>
<td>15.2 cm</td>
<td>High precision, low cost, blind nodes need actively transmit signals. No need for global clock synchronization.</td>
</tr>
<tr>
<td>This work</td>
<td>sync-free TDOA</td>
<td>DW1000</td>
<td>20.4 cm</td>
<td>High precision, low cost, blind nodes passively receive the signal. No need for global clock synchronization. Automatic compensation of clock drift.</td>
</tr>
</tbody>
</table>

Tab. 3. Comparison with the exiting systems.
<table>
<thead>
<tr>
<th>Number</th>
<th>Key point coordinates</th>
<th>Location results</th>
<th>Positioning error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
<td>Z</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1140</td>
<td>4806</td>
<td>1500</td>
</tr>
<tr>
<td>3</td>
<td>1140</td>
<td>4806</td>
<td>1500</td>
</tr>
<tr>
<td>4</td>
<td>1140</td>
<td>0</td>
<td>1500</td>
</tr>
</tbody>
</table>

Tab. 4. Indoor dynamic positioning experiment data (unit:mm).

Fig. 10. The position of the test points.

Fig. 11. The location coordinates of test points. a) X-axis, b) Y-axis, c) Z-axis.

Fig. 13. The experimental trajectory of blind node in XY plane.

Fig. 14. The dynamic location coordinates. a) X-axis, b) Y-axis, c) Z-axis.
5. Conclusion

A new synchronization-free TDOA localization system based on UWB is proposed in this paper. First of all, the clock is modelled with starting time and clock frequency to establish a unified clock system for time synchronization. Then, the system signal exchange mechanism is proposed to establish the linear TDOA localization model. In order to compensate the difference of clock frequency, the Kalman Filter algorithm is applied to estimate the compensation coefficient of clock frequency. Finally, the coordinates of the blind nodes is obtained by the Taylor iterative algorithm. The indoor localization experiment shows that the indoor localization system designed in this paper can achieve 3-D localization with high localization accuracy.
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