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Abstract. Full-wave electromagnetic (EM) simulation 
tools have become ubiquitous in the design of microwave 
components. In some cases, e.g., miniaturized microstrip 
components, EM analysis is mandatory due to considera-
ble cross-coupling effects that cannot be accounted for 
otherwise (e.g., by means of equivalent circuits). These 
effects are particularly pronounced in the structures in-
volving slow-wave compact cells and their numerical opti-
mization is challenging due to expensive simulations and 
large number of parameters. In this paper, a novel gradi-
ent-based procedure with numerical derivatives is pro-
posed for expedited optimization of compact microstrip 
impedance matching transformers. The method restricts 
the use of finite differentiation which is replaced for se-
lected parameters by a rank-one Broyden updating for-
mula. The usage of the formula is governed by an ac-
ceptance parameter which is made dependent on the pa-
rameter space dimensionality. This facilitates handling 
circuits of various complexities. The proposed approach is 
validated using three impedance matching transformer 
circuits with the number of parameters varying from ten to 
twenty. A significant speedup of up to 50 percent is demon-
strated with respect to the reference algorithm.  

Keywords 
Microwave design closure, EM simulation, design 
optimization, trust-region framework, Broyden 
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1. Introduction 
Small size has become a prerequisite in the design of 

many high-frequency structures, including RF, microwave 
and antenna components [1], [2]. The fundamental chal-
lenges come from physical limitations, e.g., some of the 

circuit dimensions being proportional to the guided wave-
lengths. These can be overcome to a certain extent by 
miniaturization methods such as transmission line folding 
[3], utilization of slow-wave compact cells [4], or various 
geometrical modifications (defected ground structures [5], 
stubs [6], radiator slots [7], etc.). Size reduction by topol-
ogy alterations leads to practical problems related to pa-
rameter adjustment which have to be based on full-wave 
electromagnetic (EM) simulations. This is because neither 
analytical nor equivalent network models are able to ac-
count for cross-coupling effects in densely arranged lay-
outs. Examples of relevant high-frequency structures 
include miniaturized microstrip couplers [8], impedance 
matching transformers [9], power dividers [10], filters [11], 
as well as antennas [12–14]. Another issue pertinent to 
compact components is an increased number of geometry 
variables. For example, a typical compact microstrip reso-
nant cells (CMRC) unit is described by five or more pa-
rameters versus two for the conventional transmission line 
(TL) it is replacing [15]. Similarly, miniaturized antennas 
may require as many as twenty to thirty parameters to de-
scribe their geometry versus just a few for basic topologies. 
Finally, computational models of compact structures typi-
cally require longer simulation times (e.g., EM models of 
CMRC-based circuits normally feature higher-graded 
meshes than the TL-based ones). The abovementioned 
factors arising from device miniaturization i.e., cross-cou-
pling effects, increased parameter number and lengthened 
simulation duration lead to excessive costs of the optimi-
zation process. 

Below, the state-of the-art approaches for reducing 
the computational burden of EM-driven design closure are 
recited. One of the most straightforward methods is the use 
of adjoint sensitivities for expediting gradient-based rou-
tines [16]. Unfortunately, the availability of the adjoint 
technology is sparse in commercial simulation packages. 
A different approach is a reduction of the search space 
dimensionality, which can be achieved, among others, by 
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means of reduced order models [17]. Yet another class of 
techniques are surrogate-based optimization (SBO) meth-
ods [18] which currently seem to be the most popular 
means of improving computational efficiency of simula-
tion-driven design. One of the flagships of SBO in high-
frequency engineering is space mapping (SM) [19]; other 
methods include manifold mapping [20], various response 
correction approaches (e.g., shape preserving response 
prediction [21], adaptive response scaling [22]), or feature-
based optimization [23]). The most critical SBO compo-
nent is the surrogate model, i.e., an auxiliary model which 
has to be significantly faster to evaluate than the original 
(high-fidelity) system representation. Practically utilized 
surrogates can be divided into two major groups: physics-
based, constructed by appropriate correction of the under-
lying low-fidelity models (e.g., equivalent networks [19]) 
and data-driven (also referred to as approximation ones, 
e.g., kriging [24], neural networks [25], polynomial chaos 
expansion [26]). Computational efficiency of SBO proce-
dures is a combination of two factors: (i) shifting majority 
of operations into the surrogate model, and (ii) sparse eval-
uation of the high-fidelity model (executed for design veri-
fication and surrogate model enhancement). Unfortunately, 
the application of the aforementioned techniques for min-
iaturized microwave components faces serious difficulties. 
One of them is the lack of reliable low-fidelity models for 
compact structures. Yet another arises from the dimension-
ality issues: a typically large number of geometry parame-
ters does not allow for constructing useable approximation 
surrogates. A possible workaround is a utilization of varia-
ble-fidelity EM models [27], however often coming at the 
price of significantly reduced computational efficiency of 
the optimization process. 

The low-level optimization is typically performed 
using conventional methods. This is the case for direct 
design, where the subject of the optimization process is the 
high-fidelity EM model, but also for SBO procedures in 
which it is the surrogate model that is optimized in each 
iteration. In the context of local search, the methods of 
choice often include gradient-based routines [28] or deriv-
ative-free methods (e.g., pattern search [29]). The latter 
requires, however, many more objective function evalua-
tions than gradient-based techniques [18]. In either case, 
reduction of the number of EM analyses required by the 
aforementioned low-level stage is fundamental for compu-
tational efficiency of the entire procedure.  

In this paper, a trust-region gradient-based framework 
with numerical derivatives is proposed for reduced-cost 
optimization of compact microstrip impedance matching 
transformers in highly-dimensional parameter spaces. The 
technique described here allows for considerable reduction 
of the number of expensive EM simulations in the course 
of the optimization run by limiting the use of finite differ-
entiation. This is achieved by a selective execution of the 
Broyden updating formula: it is only applied for the pa-
rameters for which the corresponding basis vectors are 

sufficiently well aligned with the direction of the recent 
design relocation ensuring by this this satisfactory accuracy 
of the resulting Jacobian estimate. In order to facilitate 
handling circuits of various complexities, the alignment 
acceptance threshold is made dependent on the search 
space dimensionality. The main scientific contributions of 
the proposed framework are: (i) a considerably reduced 
computational cost of the optimization process without 
significantly compromising the design quality by incorpo-
ration of the updating formulas into the Jacobian estimation 
process in a selective manner, (ii) delivering a way of 
automating the algorithm setup by making the alignment 
threshold dimensionality independent, (iii) suitability of the 
proposed algorithm to speed up both direct and surrogate-
assisted optimization procedures in the microwave area 
involving variable-fidelity models. For the sake of valida-
tion, several CMRC-based miniaturized impedance 
matching transformers are optimized, described by ten, 
fifteen, and twenty parameters, respectively. The results 
demonstrate considerable significant speedup (up to 50 
percent, averaged over ten runs with random initial design) 
over the reference algorithm. 

2. Trust-Region Gradient-Search with 
Reduced Jacobian Updates 
This section provides the details on the design closure 

task formulation, the reference algorithm, as well as the 
proposed optimization algorithm with the emphasis put on 
the sensitivity update mechanisms. 

2.1 EM-Driven Design Closure 

Design closure is the last stage of the design process 
where the circuit topology is typically fixed and only the 
geometry (in some cases also material) parameter values 
are adjusted in order to boost the system performance as 
much as possible. If the task is dealt with using rigorous 
methods, e.g., numerical optimization, it is formulated as  

 * arg min ( ( ))U
x

x R x  (1) 

in which U is a scalar objective function, R(x) represents 
a response of the EM simulation model of the optimized 
structure, whereas x stands for a vector of adjustable pa-
rameters. Clearly, a definition of the function U depends on 
the particular circuit, selected performance figures, and 
constraints imposed on the system. In this paper we focus 
on the impedance matching transformers, with the objec-
tive being reduction of the return loss within the frequency 
range of interest F. This can be formally written as  

 11( ( )) max{ : | ( , ) |}U f F S f R x x . (2) 

In (2), the explicit dependence of the reflection coefficient 
S11 on frequency f is indicated for the sake of clarity. 
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2.2 Reference Algorithm 

As a reference algorithm a standard trust-region (TR) 
routine [30] is utilized and its concise recapitulation is 
given below. The TR framework is a convenient way of 
solving (1) if both the objective function and the con-
straints are evaluated through EM analysis. The routine 
delivers approximations to the optimum solution x* as 
a series of vectors x(i), i = 0, 1, …  

 
( ) ( ) ( )

( 1) ( )

;
arg min ( ( ))

i i i

i iU

   


x δ x x δ
x L x  (3) 

where L(i)(x) = R(x(i)) + JR(x
(i))(x – x(i)) represents a linear 

expansion of R at x(i). In each iteration of the TR algorithm, 
L(i) is determined by estimating the Jacobian JR through 
finite differentiation. For an n-element vector of the design 
variables of the structure at hand, it incurs a cost of 
additional n EM simulations. 

Here, unlike the conventional TR algorithm that 
adopts an Euclidean search region ||x  x(i)|| ≤ δ(i), a hyper-
cube-like search region is employed, and the inequalities  
–δ(i)  x – x(i)  δ(i) of (3) are interpreted as component-
wise. This relates the initial TR region size, δ(0) = ||δ(0)||, 
with the design space sizes. This allows for accommodat-
ing the ranges of the geometry parameters (that typically 
vary from fractions of millimeters for gaps to tens of milli-
meters for longitudinal values). 

2.3 Trust-Region Optimization with Reduced 
Sensitivity Updates and Dimensionality-
Dependent Alignment Threshold 

In the proposed algorithm, two mechanisms are sim-
ultaneously used to lessen the computational burden of 
sensitivity estimation. The first employs reduced sensitivity 
updates governed by the alignment of the recent design 
relocation with a given coordinate system axis. The second 
mechanism involves a flexible appointment of the align-
ment threshold value, which is both dimensionality- and 
convergence-dependent. Hence, the Jacobian JR estimation 
through FD, performed in each iteration of the conven-
tional TR routine, is, for the chosen parameters, replaced 
with a rank-one Broyden formula (BF) [31] 

 

 ( 1) ( ) ( 1) ( 1)T

( 1) ( )
( 1)T ( 1)

i i i i

i i
i i

  


 

   
  R

R R

R J h h
J J

h h  (4) 

where ΔR(i+1) = R(x(i+1)) – R(x(i)) = [ΔR1
(i) … ΔRn

(i)]T and 
the recent design relocation vector is denoted as 
h(i+1) = x(i+1) – x(i) = [h1

(i) … hn
(i)]T. The reason for applying 

the Broyden formula for the directions of search that are 
well aligned with the coordinate system axes is the fol-
lowing. The estimate JR

(i+1) of the Jacobian is based on the 
design relocation between subsequent iterations h(i+1) (cf. 
(4)). If h(i+1) is well aligned with a particular coordinate 
system axis, the Broyden formula delivers a good ap-
proximation of the Jacobian in this direction, otherwise (4) 
does not bring any useful information into the Jacobian 

matrix and other means (here, FD) have to be used. It 
should be underlined, that in the proposed algorithm the 
entire Jacobian is estimated using FD merely in the first 
iteration, while in the subsequent iterations some (or all) of 
FD calculations may be replaced by the BF formula. The 
flow of the proposed algorithm with reduced sensitivity 
updates is as follows. 

1. Set the iteration index i = 1; 
2. Calculate the entire Jacobian JR using FD; 
3. Find the x(i+1) by solving (3); 
4. Update the TR region size; 
5. Perform Jacobian update procedure (see Fig. 1); 
6. If the termination condition is not satisfied go to 3,  

else END. 

The flow of the proposed Jacobian update procedure 
is shown graphically in Fig. 1. In its course, the Jacobian 
JR is merged from the columns Jk, k = 1, …, n, either esti-
mated with FD or computed with BF (cf. (4)). The varia-
bles, for which FD is to be skipped, are chosen based on 
the alignment between the recent design relocation direc-
tion and the coordinate system axes. For a given variable k 
the decision factor φk

(i) is defined 
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Calculate decision factor 
φk
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(i )||

Threshold reduction for small TR sizes:

γ(i) = γ0((log(δ(i)/ε))/((log(δthr/ε))

Calculate Jacobian Jk(x
(i)) 

using finite differentiation 
Calculate Jacobian Jk(x

(i)) 
using Broyden formula

 
Fig. 1. Flow diagram of the reduced sensitivity updates proce-

dure; the following notation is used:  Jk = ∂R/∂xk – the 
k-th column of the Jacobian JR; φk

(i) – a decision factor 
for the i-th iteration and for the kth parameter, k = 1, 
…, n; ek = [ek,1 … ek,n]

T – standard basis vectors (ek,j = 0 
for k  j, with 1 on the k-th position); δ(i) = ||δ(i)|| – a TR 
region size in the i-th iteration, δthr – a user-defined TR 
region size threshold value; ε – a termination condition 
(for convergence in argument); γ0 – an initial alignment 
acceptance threshold value; γk

(i) – an alignment thresh-
old value in the i-th iteration. 
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Fig. 2. The assumed fraction ϕ of directions without FD ver-

sus the threshold value γ for n =10, 15 and 20 equal to 
the number of the design variables for two-, three- and 
four-section transformer, respectively, as described in 
Sec. 3. 

If the alignment exceeds the alignment acceptance 
threshold value γk

(i), the respective Jacobian column Jk is 
calculated using BF; otherwise FD is executed. The above 
definition of the decision factor implies that φk

(i) = 1 if the 
design relocation vector h(i) and the k-th basis vector ek are 
collinear and φk

(i) = 0 if the vectors are orthogonal. Here, 
the current threshold value γ(i) for the i-th iteration is con-
tingent on the current TR region size δ(i) being the algo-
rithm convergence status. In the i-th iteration, γ(i) is calcu-
lated as  

         ( )
0 thr/log lo /gi i       (6) 

where 0 ≤ γ0 ≤ 1 is a user defined initial threshold value 
(algorithm control parameter), δthr is a boundary value of 
the TR region size, and ε refers to a termination condition 
(for convergence in argument). The choice of γinit is a cru-
cial one, as it strongly influences the optimization process. 
The higher γinit, the higher the overall number of FD esti-
mations associated with a lengthened optimization process 
duration and, at the same time, potentially better design 
quality. If the low computational cost is of primary im-
portance, then lower γinit values are preferred. In order to 
secure higher computational savings, the progressive re-
duction of the acceptance threshold value is carried out that 
leads to an even less frequent utilization of FD. As the 
algorithm converges, the TR region size δ(i) is reduced 
according to the standard rules [31]. In the case of the 
small TR region size, below user-defined boundary value 
δthr, the alignment threshold value γ(i) is gradually reduced, 
tending to 0 as δ(i) approaches ε.  

The idea of making dimension-dependent value of the 
acceptance threshold γinit makes the algorithm setup dimen-
sionality independent (see Sec. 3). In the paper, γinit is cal-
culated based on the number of the design variables of the 
structure at hand. First, the requested fraction ϕ of the Ja-
cobian columns without FD is selected. Then, the actual 
acceptance threshold value γϕ, that permits attaining ϕ, is 
obtained using statistical optimization. The following 
problem needs to be solved 

 1
.1 1

arg min
N n

j kj k
N 

 
   

 
      . (7) 

Here, for a given problem dimensionality n, let us de-
note the statistical factors j.k = |y(k)Te(k)|/||y(k)||, for j= 1, …, 
Nϕ and k = 1, …, n, where y(j), j = 1, …, Nϕ, refer to a series 
of random observations. The problem of optimizing the 
fraction of directions, for which the coefficient is over γ, is 
solved using a pattern search algorithm [29].  

Figure 2 shows the relation between the desired frac-
tion ϕ of directions without FD and the threshold value γ 
depicted for the parameter space dimensionalities corre-
sponding to those of the transformers from Sec. 3. Differ-
ent values of n are associated with various threshold values 
securing the same fraction of savings. The dimension-de-
pendent threshold allows us for achieving a consistent 
algorithm performance for the structures described by 
different number of parameters. In particular, the optimum 
value of the fraction ϕ appears to be dimensionality inde-
pendent as validated by the results from Tab. 2. 

3. Numerical Validation 
In this section, a comprehensive validation of the 

framework introduced in Sec. 2 is provided. The primary 
purpose is the evaluation of potential computational sav-
ings that can be achieved over the reference method 
(Sec. 2.2). Other goals include investigation of the algo-
rithm robustness, which is realized by means of multiple 
optimization runs involving random initial designs. Finally, 
the method scalability is verified by considering bench-
mark cases of various dimensionalities. 

3.1 Benchmark Structures 

The verification structures are three miniaturized im-
pedance matching transformers shown in Fig. 3. The circuits 

 
(a) 

 
(b) 

 
(c)

 
(d) 

Fig. 3. Verification test cases: (a) CMRC cell, (b)-(d) CMRC-
based miniaturized two-, three- and four-section 
impedance matching transformers. 
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Fig. 4. Initial (- - -) and optimized (—) responses of the 
impedance matching transformers at the selected 
designs obtained using the proposed methodology:  
(a) two-section transformer, (b) three-section 
transformer, (c) four-section transformer. Intended 
operational bandwidth marked using horizontal lines.  

 

Circuit 
Specifications* 

Geometry Parameters 
Z1 [] Z2 [] B [GHz] 

2-section 50  100 1.5 – 4.5 
[l1.1 l1.2 w1.1 w1.2 w1.0  
l2.1 l2.2 w2.1 w2.2 w2.0]

T 

3-section 50 100 1.5 – 4.5 
[l1.1 l1.2 w1.1 w1.2 w1.0 

 l2.1 l2.2 w2.1 w2.2 w2.0  
l3.1 l3.2 w3.1 w3.2 w3.0]

T 

4-section 50 130 2.0 – 4.0 

[l1.1 l1.2 w1.1 w1.2 w1.0 

 l2.1 l2.2 w2.1 w2.2 w2.0  
l3.1 l3.2 w3.1 w3.2 w3.0 

 l4.1 l4.2 w4.1 w4.2 w4.0]
T 

Tab. 1. Impedance transformers: parameters and specs.  
* Z1 and Z2 stand for the input and load impedance, 
respectively; B is the operating band. 

are implemented on a 0.762-mm-thick Taconic RF35 sub-
strate (εr = 3.5). All structures are based on compact micro-
strip resonant cells (CMRCs) shown in Fig. 3(a). Table 1 
provides information about the geometry parameters as 
well as the design specifications. Our objective is to mini-
mize the reflection coefficient in the frequency band B as 
described in the table. 

3.2 Numerical Results 

The transformers of Fig. 3 have been optimized ac-
cording to the specifications of Tab. 1 using the proposed 
algorithm as well as the reference TR procedure. In order 
to obtain more comprehensive data, especially in terms of 
the robustness, the algorithms were executed ten times 
starting from random initial designs. Tables 2 and 3 gather 
the relevant numerical data. For illustration purposes, 
Figure 4 shows the initial and optimized transformer re-

sponses at the selected designs. The lower bounds for de-
sign variables of the four-section transformer are l4 = [2 
0.15 0.15 0.15 0.3 2 0.15 0.15 0.15 0.3 2 0.15 0.15 0.15 0.3 
2 0.15 0.15 0.15 0.3]T, while the upper bounds are the fol-
lowing u4 = [5 0.5 0.80 0.55 2 5 0.5 0.8 0.55 2 5 0.5 0.8 
0.55 2 5 0.5 0.8 0.55 2]T. In the cases of two- and three-
section transformer, the lower and upper bounds are l2 = l4 
(1:10), u2 = u4(1:10) and l3 = l4(1:15), u3 = u4(1:15), 
respectively. 

3.3 Discussion 

The results presented in Tab. 2 and 3 confirm that the 
algorithm of Sec. 2 permits achieving substantial computa-
tional speedup of the optimization process without a sig-
nificant loss of the design quality. The following values of 
the fraction of the directions without FD were considered 
ϕ =  0.6, 0.8, 0.9, 0.95, 0.98 and 1.0.  Clearly, increasing ϕ 
 

Algorithm 

Transformer 

Two-section Three-section Four-section 

Cost* 
max 
|S11|

#  
[dB] 

Cost* 
max 
|S11|

#  
[dB]  

Cost* 
max 
|S11|

#  
[dB] 

Reference 
algorithm 

95.0 –21.4 160.0 –21.9 176.8 –25.3 

T
hi

s 
w

or
k 

ϕ = 0.6 77.5 –21.4 115.6 –21.6 143.9 –25.0 

ϕ = 0.8 74.6 –21.3 100.5 –21.7 105.8 –24.1 

ϕ = 0.9 47.0 –21.0 113.6 –21.8 89.6 –24.9 

ϕ = 0.95 52.7 –21.0 95.9 –21.7 87.4 –23.7 

ϕ= 0.98 49.9 –20.9 76.6 –21.5 69.0 –23.5 

ϕ = 1.0 34.0 –20.7 76.6 –21.4 62.7 –23.3 

Tab. 2. Optimization results and benchmarking: * Number of 
EM simulations averaged over 10 algorithm runs 
(random initial points). # Maximum |S11| within the 
intended operating bandwidth (averaged over 10 
algorithm runs). 

 

Algorithm 

Transformer 

Two-section Three-section Four-section 

S
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* 
[%

] 

Δ
m
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11
|# [d

B
] 

S
T

D
$  [
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] 

S
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* 
[%

] 

Δ
m
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|S
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|# [d

B
] 

S
T

D
$  [

dB
] 

S
av

in
gs

* 
[%

] 

Δ
m

ax
|S

11
|# [d

B
] 

S
T

D
$  [

dB
] 

Reference 
algorithm 

– – 0.2 – – 0.6 – – 1.1 

T
hi

s 
w

or
k 

ϕ = 0.6 18 0.0 0.2 28 0.3 0.8 19 0.3 1.2 

ϕ = 0.8 21 0.1 0.2 37 0.2 0.8 40 1.2 1.2 

ϕ = 0.9 50 0.3 0.3 29 0.1 0.5 49 0.4 1.2 

ϕ = 0.95 45 0.3 0.3 40 0.2 0.6 50 1.6 1.5 

ϕ= 0.98 47 0.5 0.5 52 0.4 0.9 61 1.8 1.4 

ϕ = 1.0 64 0.7 0.6 52 0.5 1.1 65 2.0 1.8 

Tab. 3. Computational savings and design quality:  
* Percentage-wise cost savings w.r.t. the reference 
algorithm. # Degradation of objective function value 
w.r.t. the reference algorithm. $ Standard deviation of 
the objective function over all algorithm runs. 
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leads to higher computational savings and, at the same 
time, certain deterioration of the design quality. 

The quality degradation is minor (as compared to the 
reference algorithm) for all three transformers as long as  
does not exceed 0.95. It should be noted that a proper 
comparison between the reference and the proposed algo-
rithm should take into consideration non-zero standard 
deviation for the reference procedure, which is a result of 
using random initial designs leading to various local 
optima. Consequently, it is the difference between the 
standard deviations of the proposed algorithm (for a given 
fraction ) and the reference one that indicates the results 
repeatability degradation. It increases considerably for  
beyond 0.95. The fraction of ϕ = 0.9 appears to be the best 
from the point of view of the cost-accuracy trade-off. This 
value ensures, across the benchmark set, the savings as 
high as 50% (for two-section transformer) accompanied 
with an insignificant quality decline (below 0.5 dB). It 
should be noticed, that the declared fraction value is di-
mensionality independent which is an advantageous feature 
of the proposed technique in the context of the algorithm 
setup. 

4. Conclusion 
The purpose of this paper was to introduce a reduced-

cost trust-region gradient-search framework with numerical 
derivatives. The intended use of the procedure is design 
closure of CMRC-based impedance matching transformers. 
These circuits are typically characterized by a relatively 
large number of geometry parameters, which incurs con-
siderable optimization cost. The proposed methodology has 
been comprehensively validated and demonstrated to yield 
a considerable reduction of the computational cost of the 
optimization process. The savings are as high as 50 percent 
as compared to the reference (finite-differentiation-based) 
algorithm. Furthermore, the acceptance threshold for ap-
plying the sensitivity updating formula is made dimension-
ality dependent, which results in the trade-offs between the 
cost reduction and quality degradation being consistent for 
various parameter space dimensionalities (here, from ten to 
twenty). Consequently, setting up the algorithm control 
parameters is straightforward. Although demonstrated for 
impedance matching transformers, other foreseeable appli-
cations of the framework are possible and include direct 
EM-driven design closure of other compact microwave 
components but also optimization of corrected low-fidelity 
EM models within surrogate-assisted procedures.  
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