An Efficient Super-Resolution DOA Estimator Based on Grid Learning
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Abstract. Direction-of-arrival (DOA) estimation based on sparse signal reconstruction (SSR) is always vulnerable to off-grid error. To address this issue, an efficient super-resolution DOA estimation algorithm is proposed in this work. Utilizing the Taylor series expansion, the sparse dictionary matrix is constructed under the off-grid model. Then, a polynomial optimization function is established based on the orthogonality principle. By minimizing the given objective function, we derive an efficient closed-form solution of the off-grid errors. Using the estimated off-grid errors, the discretized grid can be iteratively learned and approaches the true DOAs. With the newly learned grid, accurate DOA estimations can be achieved through the SSR scheme. The proposed algorithm converges fast and achieves precise DOA estimations even the step size of the discretized grid is large. The superior performance of the proposed algorithm is demonstrated by the simulation results.
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1. Introduction

Direction-of-arrival (DOA) estimation is one of the most significant array signal processing techniques which has wide range of applications, such as navigation, wireless communication, radar and sonar [1]. In the past few decades, conventional DOA estimators have been proposed including Capon [2], MUSIC [3] and ESPRIT [4]. These subspace based estimators often rely on the statistical properties of the sampled data, thus a large number of snapshots are required for precision estimation. With the development of sparse signal reconstruction (SSR) [5], [6], several SSR-based DOA estimation methods exploit the spatial sparse property of direction information to further improve the estimation performance [7–12], and these methods show strong robustness at the cases of limited snapshots.

However, SSR-based DOA estimation algorithms always require a pre-specified discretized spatial grid and suppose the true DOAs lie on the discretized grid points. In practice, this assumption cannot always be guaranteed and it will lead to discretization error, which is referred as off-grid error or basis mismatch. Furthermore, SSR-based DOA estimation algorithms will suffer from degraded performance significantly due to the off-grid error. Therefore, dense discretized grid or grid refinement operation [13] is necessary to suppress the off-grid error [14] where the computational complexity is demanding. Moreover, it still cannot guarantee that the true DOAs lie on the grid and will lead to a highly coherent dictionary matrix which violates conditions for sparse signal reconstruction according to the restricted isometry property (RIP) [15].

The effect of off-grid problem for the SSR-based algorithm has been studied in [14], which verifies that the grid mismatch will significantly affect the high-resolution spectrum analysis. Thus, various DOA estimators have been proposed to account for the off-grid error [16–18]. In [16], the sparse total least squares (S-TLS) algorithm is proposed which has been approved to be optimal in the maximum a posteriori (MAP) sense. However, the S-TLS algorithm achieves optimal solution under the assumption that the perturbation caused by the dictionary mismatch follows Gaussian distribution. It has been shown in [17] that the Gaussian distribution cannot be fully satisfied within the off-grid problem. To deal with this issue, an off-grid model based on the Taylor series expansion is established and the corresponding off-grid sparse Bayesian inference (OGSBI) algorithm is designed under the assumption of off-grid error following uniformly distribution in a bounded interval [17]. The OGSBI algorithm achieves superior performance and converges faster than the S-TLS algorithm. A non-convex optimization based DOA estimation algorithm is presented in [18] which estimates
DOAs with a two-step iterative method. However, as these algorithms aforementioned [17], [18] always rely on the accuracy of the steering vector approximation, their estimation performance degrade in the case of coarse grids. Hence a root sparse Bayesian learning (RSBL) method is developed in [19] by refining the grids from the root of certain polynomial, and a super-resolution iterative reweighted algorithm is proposed using convex relaxation with the log-sum sparsity-encouraging function [20]. Nevertheless, the iterative reweighted algorithm is limited by the heavy computational complexity due to the alternating optimization.

On the other hand, the atomic norm and covariance matching criteria have been applied into gridless DOA estimation [21], [22]. Utilizing the atomic norm and covariance matching criteria, the off-grid DOA estimation problem can be transferred into a semi-definite programming (SDP) problem via reconstructing Toeplitz matrices of direction information. Unluckily, the SDP problem suffers from heavy computational load [23].

In this paper, an efficient super-resolution DOA estimator based on the grid learning scheme is proposed. We first construct the sparse dictionary matrix based on the off-grid model with the Taylor series expansion. As for the orthogonal characteristic between the steering vectors and the noise subspace, a polynomial optimization objective function is proposed, and then the resulting closed-form solution with respect to the off-grid error is derived. With the estimation of the off-grid error, the discretized grids are continually learned and revised along the true DOAs. After several iterations, a non-uniform discretized grid dictionary is established. It should be mentioned that the number of discretized grid does not change throughout the iterative process. Thus, by using the newly learned grids, the accuracy DOA estimations can be obtained efficiently. The proposed algorithm converges fast and achieves Cramér-Rao lower bound (CRLB) [24] asymptotic performance even the step size is large. Simulation results verify the effectiveness and accuracy of the proposed algorithm.

The main advantages of the proposed algorithm are categorized as follows: 1) we derive an available closed-form solution for the off-grid DOA estimation problem with the advantage of low computational complexity. 2) The proposed algorithm can converge fast even when the grid step size of the sparse dictionary is large. 3) The grid is fixed and learned iteratively with the estimation of the grid errors.

The outline of this paper is organized as follows. In Sec. 2, the signal model is built. Section 3 contains two parts, we review the off grid problem exploiting the Taylor series expansion in the first part, then in the second part, a super-resolution DOA estimation algorithm is elaborated. Section 4 presents the results of numerical simulations. The conclusion is provided in Sec. 5.

**Notations:** Lower-case and upper-case bold characters are used to denote vectors and matrices, respectively. \( I_N \) denotes the \( N \times N \) identity matrix. \( (\cdot)^T \) and \( (\cdot)^H \) denote the transpose and Hermitian operator, respectively. \( E[\cdot] \) stands for an expectation operator. \( \text{diag}(\cdot) \) denotes a diagonal matrix with the elements of \( \chi \) constituting the diagonal entries. \( \mathbb{R}\{\cdot\} \) stands for the real part of complex variable. In addition, \( \|\cdot\|_2 \) denote the \( \ell_2 \)-norm. \( \mathbb{C}^{M \times N} \) \( (\mathbb{C}^M) \) stands for an \( M \times N \) \( (M \times 1) \) complex matrix (vector) set.

### 2. Signal Model

Consider \( K \) uncorrelated far-field narrow-band signals from directions \( \mathbf{\theta} = [\theta_1, \ldots, \theta_K]^T \) impinging on a linear array consisted of \( M \) antennas, where \( \theta_k \) is random sampled from the continuous angle domain \( (-\frac{\pi}{2}, \frac{\pi}{2}) \). The complex-valued baseband received signal at time index \( t \) can be expressed as

\[
x(t) = \sum_{k=1}^{K} a(\theta_k) s_k(t) + n(t) = A(\mathbf{\theta}) s(t) + n(t) \tag{1}
\]

where \( A(\mathbf{\theta}) = [a(\theta_1), \ldots, a(\theta_K)] \in \mathbb{C}^{M \times K} \) is the array manifold matrix and \( a(\theta_k) \) is the steering vector corresponding to the \( k \)th signal. \( s(t) = [s_1(t), \ldots, s_K(t)]^T \in \mathbb{C}^K \) is the signal waveform vector and \( n(t) = [n_1(t), \ldots, n_M(t)]^T \in \mathbb{C}^M \) is the white additive complex Gaussian noise term with zero-mean and variance matrix \( \sigma_n^2 \mathbb{I}_M \). In addition, we assume that \( s(t) \) is statistically independent of the noise term \( n(t) \). With \( T \) collected samples, the received signal matrix is written as

\[
X = [x(1), \ldots, x(T)] = A(\mathbf{\theta}) S + N \tag{2}
\]

where \( S = [s(1), \ldots, s(T)] \) and \( N = [n(1), \ldots, n(T)] \). The sampling covariance matrix of \( X \) is calculated as \( \hat{R} = (1/T)XX^H \). The eigendecomposition of \( \hat{R} \) can be expressed as

\[
\hat{R} = \hat{E}_v \hat{\Sigma}_v \hat{E}_v^H + \hat{E}_n \hat{\Sigma}_n \hat{E}_n^H \tag{3}
\]

where \( \hat{E}_v \) is the signal subspace corresponding to the \( K \) largest eigenvalues contained in \( \hat{\Sigma}_v = \text{diag}([\sigma_1^2, \ldots, \sigma_K^2]) \). In addition, \( \hat{E}_v \) expands the same subspace with the array manifold matrix \( A(\mathbf{\theta}) \). Similarly, \( \hat{E}_n \) is the noise subspace corresponding to the \( M - K \) smallest eigenvalues contained in \( \hat{\Sigma}_n = \text{diag}([\sigma_{K+1}^2, \ldots, \sigma_M^2]) \).

### 3. Super-Resolution DOA Estimation Algorithm

In this section, the off-grid problem is first reviewed. Then, the proposed super-resolution DOA estimation algorithm is developed.

#### 3.1 Off-Grid Problem

Denote \( \mathbf{\Theta} = [\phi_1, \ldots, \phi_L] \) as an \( L \)-element uniformly discretized spatial grid with step size \( \tau \) in the range of \( [-\pi/2, \pi/2] \). Thus, an overcomplete dictionary \( \hat{A}(\mathbf{\Theta}) = [a(\phi_1), \ldots, a(\phi_L)] \) is constructed readily. In the off-grid scenario, the true DOAs do not lie on the grid points,
i.e., \( \theta_k \notin \Theta \) with \( k = 1, \ldots, K \). Let \( \beta_k \) denote the off-grid error defined as \( \beta_k = \theta_k - \theta_{\hat{l}_k} \), \( l_k \in \{1, \ldots, L\} \), and \( \theta_{\hat{l}_k} \) is the nearest grid point to the true DOA \( \theta_k \). Utilizing the first-order Taylor series expansion, the approximation of the true steering vector \( \mathbf{a}(\theta_k) \) can be expressed as

\[
\mathbf{a}(\theta_k) \approx \mathbf{a}(\phi_{l_k}) + \mathbf{b}(\phi_{l_k})\beta_k
\]

(4)

where \( \mathbf{b}(\phi_{l_k}) = \partial \mathbf{a}(\phi_{l_k}) / \partial \phi_{l_k} \). Motivated by this fact, a new overcomplete dictionary matrix can be further constructed by applying the first-order Taylor series expansion

\[
\Phi = \hat{\Phi}(\Theta) + \tilde{\Phi}(\Theta) \text{diag} \{ \tilde{\beta} \}
\]

(5)

where \( \tilde{\Phi}(\Theta) = [\mathbf{b}(\phi_1), \ldots, \mathbf{b}(\phi_L)] \), \( \tilde{\beta} \) is a sparse vector of the off-grid error. It should be noted that the expected locations of the nonzero elements of \( \tilde{\beta} \) also correspond to the DOAs.

The singular value decomposition (SVD) of \( \mathbf{X} \) is expressed as \( \mathbf{X} = \mathbf{UAV}^H \), where \( \mathbf{U} \) and \( \mathbf{V} \) are left and right singular vectors, respectively. Denote \( \mathbf{V}_x \in \mathbb{C}^{T \times K} \) as right singular vectors corresponding to the \( K \) largest singular values. Multiplying the received signal matrix with \( \mathbf{V}_x \), we have

\[
\mathbf{X}_x = \mathbf{XV}_x = \mathbf{A}(\Theta)\mathbf{S}_x + \mathbf{N}_x
\]

(6)

where \( \mathbf{S}_x = \mathbf{SV}_x \) and \( \mathbf{N}_x = \mathbf{NV}_x \). As explained in [13], \( \mathbf{X}_x \) expands the signal subspace and both the computational complexity and the sensitivity to noise in \( \mathbf{X}_x \) are reduced. By ignoring the approximation error, the sparse form of \( \mathbf{X}_x \) is expressed as

\[
\mathbf{X}_x = \Phi \mathbf{S} + \mathbf{N}_x
\]

(7)

where \( \mathbf{S} \in \mathbb{C}^{L \times K} \) is a row-sparse matrix with \( K \) nonzero rows and the expected locations of the nonzero rows correspond to the true DOAs.

### 3.2 Proposed Algorithm

As it is known, the Taylor series expansion based signal model in (4) only achieves accurate approximation when the grid points are close to the true DOAs. Thus, with the increase of the off-grid error \( \beta_k \), especially under the large step size case, the approximation of the steering vector in (4) will be contaminated heavily which will further lead to degradation of the DOA estimation performance. This is the reason why the Taylor series expansion based off-grid DOA estimation algorithms, such as the OGSBI algorithm [17], will have degraded performance under the case of large step size. On the contrary, dense discretized grid will lead to a highly coherent dictionary matrix and heavy computational complexity.

To overcome this challenging issue, the main idea of the proposed grid learning scheme is to learn the discretized grid utilizing the off-grid error estimates. Thus, a more accurate steering vector approximation can be achieved and the revised grid points will close to the true DOA values. As a result, the performance of the sparse vector estimation will be improved significantly. Since the total number of the grid points remains constant, the computational complexity of the grid learning scheme increases slightly. The diagram of the proposed grid learning scheme is introduced in Fig. 1. From Fig. 1, it should be noted that the grid point \( \phi_{l_k} \) is approaching the true DOA iteratively by off-grid error compensation.

![Diagram of the proposed grid learning scheme.](image-url)

Note that \( \mathbf{X}_x \) expands the signal subspace, the true steering vector \( \mathbf{a}(\theta_k) \) is highly correlated with \( \mathbf{X}_x \). Mathematically, there exist \( K \) atoms in \( \hat{\Phi}(\Theta) \) having the largest correlation factors with \( \mathbf{X}_x \) and the corresponding grid points are the \( K \) grid points nearest to the true DOAs. The indexes set of these grid points is given as

\[
\Omega = \left\{ l_k : \| \mathbf{a}^H(\phi_{l_k}) \mathbf{X}_x \|_2^2 > \zeta \right\}
\]

(8)

with \( l_k \in \{1, \ldots, L\} \) and \( k = 1, \ldots, K \). Since \( \hat{\mathbf{E}}_x \) also is the signal subspace, it can be used to replace \( \mathbf{X}_x \) in (8). In addition, \( \zeta \) is a threshold parameter used to select the \( K \) sparse atoms.

With the indexes set \( \Omega \), the submatrices of \( \hat{\Phi}(\Theta) \) and \( \tilde{\Phi}(\Theta) \) can be respectively constructed as

\[
\hat{\Phi}_\Omega = \left[ \mathbf{a}(\phi_{l_1}), \ldots, \mathbf{a}(\phi_{l_K}) \right],
\]

(9)

\[
\tilde{\Phi}_\Omega = \left[ \mathbf{b}(\phi_{l_1}), \ldots, \mathbf{b}(\phi_{l_K}) \right]^T
\]

where \( l_k \in \Omega \). Similarly, we also denote \( \tilde{\beta}_\Omega = [\beta_{l_1}, \ldots, \beta_{l_K}]^T \) as a subvector of \( \tilde{\beta} \). Theoretically, \( \tilde{\beta}_\Omega \) contains \( K \) nonzero elements of \( \tilde{\beta} \). In this case, only \( K \) parameters are required to be estimated which will reduce the computational complexity of the proposed algorithm effectively.

By utilizing the property that the signal subspace and the noise subspace are orthogonal to each other, we construct the objective function \( f(\beta_{l_k}) \) with the steering vector approximation in (4)

\[
f(\beta_{l_k}) = \left[ \mathbf{a}(\phi_{l_k}) + \mathbf{b}(\phi_{l_k})\beta_{l_k} \right]^H \hat{\mathbf{E}}_x \hat{\mathbf{E}}^H_x \left[ \mathbf{a}(\phi_{l_k}) + \mathbf{b}(\phi_{l_k})\beta_{l_k} \right].
\]

(10)

Thus, the off-grid error \( \beta_{l_k} \) can be estimated by minimizing the objective function \( f(\beta_{l_k}) \)

\[
\hat{\beta}_{l_k} = \arg \min_{\beta_{l_k}} f(\beta_{l_k})
\]

(11)

with \( k = 1, \ldots, K \).
After formula simplification, the objective function \( f(\beta_k) \) is rewritten as
\[
f(\beta_k) = c_{2,k} \beta_k^2 + c_{1,k} \beta_k + c_{0,k}
\] (12)
where the polynomial coefficients \( c_{2,k}, c_{1,k} \) and \( c_{0,k} \) are respectively expressed as
\[
c_{2,k} = b^H(\phi_k) \hat{E}_n \hat{E}_n^H b(\phi_k) = \left\| \hat{E}_n^H b(\phi_k) \right\|_2^2,
\]
\[
c_{1,k} = 2 \mathbf{R} \left\{ a^H(\phi_k) \hat{E}_n \hat{E}_n^H b(\phi_k) \right\},
\]
\[
c_{0,k} = a^H(\phi_k) \hat{E}_n \hat{E}_n^H a(\phi_k) = \left\| \hat{E}_n^H a(\phi_k) \right\|_2^2.
\] (13)

From (12), it is clear that \( f(\beta_k) \) is a quadratic polynomial function of \( \beta_k \). Note that \( c_{2,k} > 0 \), \( f(\beta_k) \) achieves its minimum value when \( \beta_k = -c_{1,k}/2c_{2,k} \). Combining the constraint of range of \( \beta_k \), i.e., \((\phi_{k-1} - \phi_k)/2 \leq \beta_k \leq (\phi_{k+1} - \phi_k)/2\). Thus we can derive a closed-form solution of the objective function (12) easily and the estimation of \( \beta_k \) can be given as below
\[
\hat{\beta}_k = \begin{cases} 
\frac{c_{1,k}}{2c_{2,k}} \phi_{k-1} - \phi_k, & c_{1,k} \leq \phi_{k-1} - \phi_k, \\
\phi_{k-1} - \phi_k, & c_{1,k} > \phi_{k-1} - \phi_k, \\
\frac{c_{1,k}}{2c_{2,k}} \phi_{k+1} - \phi_k, & c_{1,k} \leq \phi_{k+1} - \phi_k, \\
\phi_{k+1} - \phi_k, & c_{1,k} > \phi_{k+1} - \phi_k,
\end{cases}
\] (14)

It is to be noted here that we do not need to calculate all these three coefficients in (13), where \( c_{2,k} \) and \( c_{1,k} \) are only needed to estimate the off-grid error \( \beta_k \) by exploiting the closed-form solution (14).

Once \( K \) nonzero elements of \( \hat{\beta} \) are obtained by solving (11), the discretized grid \( \Theta \) is revised as
\[
\Theta' = \Theta + \hat{\beta}.
\] (15)

Since the optimal solution of (11) can be found in the given interval, it guarantees that the proposed algorithm converges within several iterations. With the newly learned grid \( \Theta' \), accurate DOA estimation can be achieved as follows
\[
\min_{\hat{\Theta}} \left\| \hat{S}_{\hat{\Theta}} \right\|_2 \text{ s.t. } \left\| X_v - \hat{A}(\Theta') \hat{S} \right\|_F^2 < \delta
\] (16)
where \( S_{\hat{\Theta}} = \left( \sqrt{2} K \right)_{k=1}^{\hat{S}_{l,k}} \) and \( \hat{S}_{l,k} \) is the \((l,k)\)th element of \( \hat{S} \). \( \delta \) is a user-specific tolerance factor. The SSR problem in (16) can be effectively solved using various methods, such as OMP [25], Lasso [26] and \( \ell_1 \)-SVD [13].

For clarity, the main steps of the proposed algorithm is summarized as follow,

- **Step 1**, initialization: The initial discretized grid \( \Theta^{(0)} \), \( \hat{\beta}^{(0)} = 0 \), the number of targets \( K \), \( r = 0 \) and the maximum number of iteration \( T \).

- **Step 2**, calculate \( \hat{E}_n \) and \( X_v \) using (3) and (6), respectively.

- **Step 3**, obtain the indexes set \( \Omega^{(i)} \) from (8) and calculate \( \hat{\beta}_k^{(i)} \) through (14).

- **Step 4**, revise the discretized grid as \( \Theta^{(i+1)} = \Theta^{(i)} + \hat{\beta}^{(i)} \).

- **Step 5**, repeat Steps 3 to 4 until maximum number of iteration is achieved or \( \left| \hat{\beta}_k^{(i+1)} - \hat{\beta}_k^{(i)} \right| < 10^{-8} \).

- **Step 6**, estimate the DOAs by solving (16).

### 4. Simulation Results

In this section, a 10-elements \( (M = 10) \) uniform linear array (ULA) with half-wavelength interelement spacing is adopted. In addition, we assume three uncorrelated signal sources \( (K = 3) \) impinging on the ULA from directions \(-13.8597^\circ, 4.3692^\circ \) and \( 28.2096^\circ \), respectively. An initial discretized grid from \(-90^\circ \) to \( 90^\circ \) is applied. All simulations in this section are performed by Matlab 2014a on a PC platform with MS Windows 10 operation system, 16 GB memory and Intel Quad-Core i7 processor. In addition, the signal to noise ratio (SNR) is defined as \( \text{SNR} = 10 \log_{10} \left( \frac{E\{|s|^2\}}{\sigma_n} \right) \).

In the first simulation, we provide the iteration process of grid learning. In Fig. 2, the initial discretized grid points are uniformly distributed with the grid step size of \( 9^\circ \), and the blue squares and the red dot lines represent the grid points and the positions of true targets, respectively. It is obvious that the grid points around the true DOAs are fixed and learned by iterations, and approach the more suitable grid points after about 4 iterations. It should be noted that the iterative process will not increase the number of grid points in the sparse dictionary, thus it does not increase the computational complexity of the SSR-based DOA estimation algorithm. Then a normalized spatial spectra is achieved using the OMP algorithm and the proposed super-resolution DOA estimation algorithm. The step size of the initial discretized grid is set as \( \tau = 9^\circ \). The number of snapshots is set as \( T = 500 \) and \( \text{SNR} = 5 \) dB. From Fig. 3, we can see that the OMP algorithm achieves poor DOA estimation due to the existence of the off-grid error. Instead, the proposed algorithm overcomes the off-grid problem and accurate DOA estimations are achieved due to the newly sparse dictionary is exploited.
To further examine the performance of the proposed super-resolution DOA estimation algorithm, the root mean square error (RMSE) is defined as

$$\text{RMSE} = \sqrt{\frac{1}{KP} \sum_{p=1}^{P} \sum_{k=1}^{K} (\hat{\theta}_{k,p} - \theta_k)^2}$$  \hspace{1cm} (17)$$

where $P$ is the number of Monte Carlo trials used to calculate the RMSE, $\hat{\theta}_{k,p}$ is the DOA estimation of $\theta_k$ in the $p$th trial.

Figure 4 illustrates the RMSE comparison versus SNR of the OMP algorithm, the OGSBI algorithm [17], the RSBL algorithm [19], the SURE_IR algorithm [20], the proposed algorithm and the CRLB. In this simulation, the step size of the initial discretized grid is set as $4^\circ$ and the number of snapshots is $T = 200$. The RMSEs are calculated among 1000 Monte Carlo trials. From these results, we can see that the proposed algorithm achieves the best DOA estimation performance among all of the algorithms. In addition, the proposed algorithm achieves CRLB asymptotic performance when SNR $> -8$ dB. Due to the off-grid error, the OMP algorithm achieves heavily degraded performance. Although the SURE_IR and RSBL algorithm show better estimation accuracy than OMP, the performance of these two algorithms are still limited due to the large grid step size. The performance of the OGSBI algorithm also degrades heavily when SNR $> 10$ dB. The reason is that the large step size involves large steering vector approximation.

In order to examine the performance of the proposed DOA estimator with different initial search steps, the RMSE comparison of OGSBI, RSBL and the proposed estimator is illustrated in Fig. 5 after 1000 Monte Carlo trails, where the step sizes of initial discretized grid are set as 2, 4, 6 and 8 respectively with different markers. As shown in Fig. 5, the proposed DOA estimator shows robust performance throughout all range of the SNR with the increase of the step size. On the contrary, OGSBI and RSBL fail to provide a satisfying performance when the value of step size is large. Especially, the OGSBI algorithm has a significant degraded performance when $\tau = 8^\circ$, due to the larger steering vector approximation. The results demonstrate the robustness of the proposed DOA estimator under different initial search step size $\tau$.

In the next simulation, RMSE versus the number of snapshots is examined in Fig. 6 after 1000 Monte Carlo trails. The SNR is set as 10 dB and the step size is set as $\tau = 4^\circ$. Similar with the results in Fig. 4, the proposed algorithm still achieves the best estimation performance which approaches the CRLB. Due to the existence of the off-grid error, the OMP algorithm achieves a floor performance in
this simulation. The RSBL and SURE IR algorithms are not sensitive to the number of snapshots. However, the OGSBI algorithms obtain a floor performance when \( T \geq 300 \). The reason is that the accuracy of the steering vector approximation is the main factor which limits the estimation performance in this scenario.

The convergence performance of the proposed algorithm is demonstrated in Fig. 7. The number of snapshots is \( T = 200 \) and SNR = 10 dB. From this result, it is clear that the proposed algorithm converges within three iterations even the step size is \( \tau = 8^\circ \). The fast convergence makes the proposed algorithm achieve robust and outstanding performance even with large value of step size.

To further verify the computational complexity of proposed DOA estimator, the CPU running time comparison of the OMP, OGSBI, RSBL, SURE IR and the proposed estimator is plotted in Fig. 8 after 100 Monte Carlo trails. In this simulation, the number of snapshots are set as 200 as well as the step size is \( \tau = 4^\circ \). From Fig. 8, it is obviously that the proposed estimator is much more efficient than the other algorithms, except for OMP. In this simulation, we can conclude that the grid learning process is efficient and does not increase too much computational complexity compare with OMP.

In order to intuitively analyze the advantages of the proposed DOA estimator, a comparison table is provided. In Tab. 1, the RMSEs are calculated with 1000 Monte Carlo trails under the configuration of SNR = 10 dB and \( T = 200 \). As shown in Tab. 1, the proposed estimator is more efficient than OGSBI, RSBL and SURE IR algorithms, especially SURE IR algorithm suffers from a heavy computational load. In addition, the proposed estimator shows a robust and outstanding performance even when the step size \( \tau \) is large.

5. Conclusion

In this paper, an efficient super-resolution DOA estimator based on the grid learning is proposed. By combining the Taylor series expansion and the orthogonal property between the signal and noise subspace, a polynomial optimization function is established and the effective closed-form solution is derived at the same time. The off-grid error is then efficiently estimated by the closed-form solution. Thus, the discretized grid is iteratively revised to make sure the grid points approach the true DOAs. At last, the DOAs are estimated accurately through the SSR scheme. The proposed algorithm converges fast and achieves CRLB asymptotic performance under the off-grid case even the grid step size is large. Simulation results demonstrate the effectiveness of the proposed super-resolution DOA estimator.
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<table>
<thead>
<tr>
<th>Algorithms</th>
<th>RMSE(( \tau = 4^\circ )) (( \circ ))</th>
<th>RMSE(( \tau = 6^\circ )) (( \circ ))</th>
<th>RMSE(( \tau = 8^\circ )) (( \circ ))</th>
<th>CPU time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OGSBI</td>
<td>0.0773</td>
<td>0.1198</td>
<td>0.8483</td>
<td>0.0185</td>
</tr>
<tr>
<td>RSBL</td>
<td>0.1617</td>
<td>0.1908</td>
<td>0.4016</td>
<td>0.3370</td>
</tr>
<tr>
<td>SURE_IR</td>
<td>0.2130</td>
<td>0.2251</td>
<td>0.2083</td>
<td>1.6690</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.0605</td>
<td>0.0614</td>
<td>0.0631</td>
<td>0.0108</td>
</tr>
</tbody>
</table>

Tab. 1. Performance comparison of different algorithms.
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