Underdetermined Direction-of-Arrival Estimation with Coprime Array via Atomic Norm Minimization
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Abstract. The coprime array provides the possibility of resolving more signals than the sensors for the direction-of-arrival (DOA) estimation application. However, the non-consecution of its virtual array raises challenges for making full use of the degree of freedom (DOF). In this paper, we propose a new underdetermined DOA estimation method with coprime array where the non-consecutive virtual array can be converted into a virtual uniform linear array (ULA) with the same aperture. Firstly, all elements in the vectorized signal covariance matrix corresponding to the same virtual array positions are averaged to construct the output signals of the virtual array. Then, an atomic norm minimization (ANM) based optimization problem is formed for denoising the output signals of the virtual array and for interpolating the missing signals at the virtual array holes. At last, the ANM problem is solved by the semidefinite programming (SDP) and the DOAs are obtained by applying the subspace method on the reconstructed signal covariance matrix of the interpolated virtual ULA. The proposed algorithm is gridless and makes full use of the DOF and the information provided by the coprime array. The simulation results compared with the other representative methods are given to demonstrate the superiority of the proposed method with respect to the resolution and estimation accuracy.
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1. Introduction
Direction-of-arrival (DOA) estimation which is the technology utilizing multi-antenna array to estimate the DOAs of the waves is widely applied in military and civil fields, such as radar, electronic countermeasures, seismic exploration, and communication [1]. The ULA has been widely used due to its simple array configuration [2]. However, too much redundancy exists in the covariance domain of ULA. To reduce the redundancy of ULA and to provide possibility for resolving more signals than sensors, some sparse arrays are proposed. The minimum redundancy array (MRA) [3] and minimum hole array (MHA) [4] are the old ones. However, they do not have a systematic array structures and they need to be determined by exhaustive tests. In contrast, the newly proposed coprime array [5] and the nested array [6] have a closed-form expression for the array configuration. Among them, the coprime array receives more attention since it is less affected by the mutual coupling.

Coprime array, as a kind of sparse array, can provide \(\mathcal{O}(M^2)\) DOFs only using \(M\) physical elements. However, the coprime array is a partially augmentable array [7], which means the virtual array derived from coprime array is non-consecutive. This leads to the fact that the ULA-based methods cannot be directly applied to the coprime array. In order to use the ULA-based methods, a common practice is to only employ the longest consecutive subarray of virtual array for DOA estimation [8]. The drawbacks of this method are the information loss and the underutilization of DOF. Although the low rank matrix denoising algorithm in [9] uses the low rank property of the covariance matrix to reduce the DOA estimation error caused by noise, it still has not made full use of the DOF.

For this problem, compressed sensing [10], [11] provides a new solution since this kind of methods can theoretically deal with arbitrary array. The least absolute shrinkage and selection operator (LASSO) based algorithm in [12] is an example. Unfortunately, another problem called basis mismatch arises [13]. Since the sparse dictionary in compressed sensing is discrete, the estimated DOAs can only be located at the pre-defined grids. In fact, the true DOAs cannot be exactly on grids. In order to solve this problem, the off-grid method is proposed [14]. Nevertheless, the basis mismatch problem has not been fully solved until the gridless methods were proposed.
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The gridless methods in [15]–[22] can estimate parameters without setting grid points in advance. For the coprime array application, a nuclear norm minimization-based method was proposed in [21]. The missing signals in virtual array are interpolated by the concept of matrix completion. However, there is no denoising operation in this method. The virtual array interpolation-based method is also proposed in [22], which makes full use of the DOF. Nevertheless, this method has not fully utilized the signal information due to discarding some elements in covariance matrix and this method forms an optimization problem in the pattern of multiple measurement vectors [23], leading to high computational complexity.

In this paper, we propose a new underdetermined DOA estimation method with coprime array. Through interpolating the non-consecutive virtual array to virtual ULA, we can make full use of the DOF. Through averaging all elements in the vectorized signal covariance matrix corresponding to the same virtual array positions, we utilize all the signal information successfully. The interpolation operation is performed by forming and solving an ANM based problem where the denoising operation is also involved. Since ANM belongs to the gridless compressed sensing, the basis mismatch effect is avoided in this method. The ANM problem is solved by SDP and the DOAs are obtained by applying the subspace method on the reconstructed signal covariance matrix of the interpolated virtual ULA. Simulation results demonstrate the superiority of the proposed method in terms of resolution and estimation accuracy.

The rest paper is organized as follows. Section 2 revisits coprime signal model. Section 3 presents the proposed method that contains the details of processing. The numerical simulation results are given in Sec. 4. Finally, Section 5 concludes this paper. Notations: $C$ denotes the set of complex number. $(\cdot)^{T}$, $(\cdot)^{*}$ and $(\cdot)^{H}$ denote the transpose, conjugate, and conjugate transpose, respectively. $\|\cdot\|_2$ represents the $\ell_2$ norm. $\otimes$ stands for the Kronecker product. $\lambda$ is the wavelength of the signal. $\mathcal{F}$ denotes the DOF of the array. The notation $E[\cdot]$ represents the statistical expectation. vec$(\cdot)$ represents the vectorizing operator. $\text{Tr}(\cdot)$ denotes the trace of the matrix. $|S|$ denotes the cardinality of a set $S$.

2. Coprime Signal Model

For the coprime array, there are several types of configurations [24]. In this paper, we choose the so called extended coprime array proposed in [8] for example and the method proposed in this paper is also applicable for other types of coprime array. The extended coprime array is composed of a pair of ULA. In the case of $M < N$, one subarray consists of $2M$ sensors spaced $Nd$ apart and the position of the array elements can be expressed as $S_d$, where $S_d = \{mN, 0 \leq m \leq 2M-1\}$ and $d$ is a half-wavelength.

\begin{align*}
\begin{array}{cccc}
0 & Nd & 2Nd & \ldots \\
0 & Md & 2Md & \ldots \\
\end{array}
\end{align*}

\begin{align*}
0 & (2M-1)Nd \\
0 & (N-1)Md \\
\end{align*}

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{Fig1.png}
\caption{The extended coprime array configuration.}
\end{figure}

i.e., $d = \lambda / 2$. The other one consists of $N$ sensors spaced $Md$ apart and the position of the array elements can be expressed as $S_s d$, where $S_s = \{nM, 0 \leq n \leq N-1\}$. Here, $M$ and $N$ satisfy the coprime condition. The coprime array $S$ is formed by overlapping the first array element of the two subarrays, as showed in Fig. 1. Thus, this coprime array consists of $N + 2M - 1$ sensors in total and its DOF can be up to $\mathcal{F} = 3MN + M - N = \mathcal{O}(MN)$ [21].

Supposed that there are $K$ far-field narrow-band plane wave signals with DOA $\theta = [\theta_1, \theta_2, \ldots, \theta_K]^T$ impinging at the coprime array $S$, and then the output signal of this array at time $t$ is

$$x(t) = \sum_{k=1}^{K} a(\theta_k) s_k(t) + n(t) = \mathcal{A}(s(t)) + n(t)$$  \hspace{1cm} (1)

where $A = [a(\theta_1), a(\theta_2), \ldots, a(\theta_K)] \in \mathbb{C}^{(N+2M-1) \times K}$ stands for the manifold matrix of the coprime array. $s(t) = [s_1(t), s_2(t), \ldots, s_K(t)]^T$ denotes the signal waveform vector and $n(t) = [n_1(t), n_2(t), \ldots, n_K(t)]^T$ denotes the additive white Gaussian noise component which is independent with the incident signal waveform vector. $a(\theta_k)$ represents the steering vector of the $k$th source, which can be expressed as

$$a(\theta_k) = [1, \exp(-j\xi u_k \cos(\theta_k)), \ldots, \exp(-j\xi u_{N+2M-1} \cos(\theta_k))]^T$$

where $\xi = 2\pi d / \lambda$ and $j = \sqrt{-1}$ is the imaginary unit. $u_k$ denotes the position of the $k$th physics sensor with $u_k = 0$.

3. The Proposed DOA Estimation Algorithm

3.1 The Formation of Virtual Array and Its Output Signal

The output signal covariance matrix can be expressed as

$$R_s = E[x(t)x(t)^H] = AE[SS^H]A^H + \sigma_n^2 I$$ \hspace{1cm} (3)

where $R_s = E[SS^H]$ denotes the covariance matrix of sources and it is a diagonal matrix. $\sigma_n^2$ denotes the power of noise. $I$ stands for the $(N+2M-1) \times (N+2M-1)$ identity matrix. In practice, the covariance matrix of the output signal is calculated by the following formula...
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Fig. 2. Illustration of coprime array with $M = 3$ and $N = 5$: (a) Extended coprime array configuration; (b) Virtual array derived from this coprime array; (c) Interpolated virtual ULA.

\[
\hat{R}_x = \frac{1}{T} \sum_{t=1}^{T} x(t) x(t)^\text{T}
\]

where $T$ denotes the number of snapshots. When $T$ increases infinitely, the estimated $\hat{R}_x$ infinitely approximates the true $R_x$.

The output signals of the virtual array can be constructed from the second order statistics of received signal. Vectorizing the covariance matrix, we have

\[
\begin{aligned}
\tilde{y} &= \text{vec}(\hat{R}_x) = \sum_{k=1}^{K} v(\theta_k) p_k + \sigma_i^2 \mathbf{i} \\
\end{aligned}
\]

where $v(\theta_k) = a^\ast(\theta_k) \otimes a(\theta_k)$, $p_k$ denotes the power of the $k$th source and $\mathbf{i} = \text{vec}(\mathbf{I})$. The position of the virtual array is $\mathcal{S}_v d$ and

\[
\mathcal{S}_v = \{ u_m - u_n | m, n = 0, 1, ..., N + 2M - 1 \}
\]

where $|\mathcal{S}_v| = 3MN + M - N$. Since the coprime array is a partially augmentable array, the virtual array derived from coprime array has several missing elements that are referred to as the holes. For the sake of intuition, we give an example of extended coprime array with $M = 3$ and $N = 5$ in Fig. 2. Obviously, the virtual array shown in Fig. 2(b) is non-consecutive. The dotted circles in Fig. 2(c) indicate the positions of the holes which are at $\{ \pm 18, \pm 21, \pm 23, \pm 24 \}$. Figure 2(c) is called the interpolated virtual array which will be used in the following.

By averaging the elements in $y$ corresponding to the same positions in $\mathcal{S}_v$, output signals of the virtual array $\tilde{y}$ can be obtained as

\[
\tilde{y} = \tilde{V} \mathbf{p} + \sigma_i^2 \mathbf{i}
\]

where $\tilde{V} \in \mathbb{C}^{K \times K}$ denotes the virtual array manifold matrix. $\mathbf{p}$ is the signal power vector and $\mathbf{i}$ is a vector that only the middle entry is 1 and the others are 0. Here, by the averaging operation, the whole signal information provided by coprime array can be fully utilized.

Since the virtual array derived from coprime array has some holes, the virtual signals at the holes actually do not exist. However, we can assume there are imaginary elements at the holes and the output signals of the imaginary elements can be interpolated later. Combined with the imaginary elements, the non-consecutive virtual array will be a virtual ULA with sensors positions at $\mathcal{S}_v d$ where $\mathcal{S}_v$ is the interpolated consecutive version of $\mathcal{S}_v$, just like the array in Fig. 2(c) and $|\mathcal{S}_v| = 4MN - 2N + 1$. So, in this way, we can employ all the DOF provided by the coprime array. By initializing the signals of the imaginary elements to zero, we can form the output signals of the virtual ULA as

\[
\{z\} = \begin{cases} 
\{\tilde{y}\}, & i \in \mathcal{S}_v \\
0, & i \in \mathcal{S}_v \setminus \mathcal{S}_v
\end{cases}
\]

3.2 Interpolating and Denoising Signals of Virtual ULA Based on ANM

The concept of atomic norm and many common sparse norms such as $\ell_1$ norm, $\ell_2$ norm, and the nuclear norm of matrices are introduced in [25]. An atom for representing $z$ can be defined as

\[
A = \{v(\theta_k), \theta_k \in [0^\circ, 180^\circ]\}.
\]

The atomic norm of the interpolated output signal $z$ is defined as the smallest number of atoms in $A$ that can express $z$

\[
\|z\|_A = \inf \{t > 0 : z \in \text{conv}(A)\} = \min \{ \sum p_k |z - \sum p_k \tilde{v}(\theta_k)|, p_k \geq 0, \theta_k \in [0^\circ, 180^\circ] \}
\]

where $\inf$ denotes the infimum. Therefore, the optimal $z^*$ can be obtained by solving the following ANM problem

\[
\min \|z\|_A, \text{ s.t. } \|z - z^0\|_\Omega \leq \eta^2
\]

where $\eta^2$ denotes the upper limit of noise variance. $\Omega$ represents the elements positions of non-consecutive
virtual array. For example, \( \Omega \) can be expressed as a set of array element positions in Fig. 2(b), i.e. \( \Omega = \{0, \pm 1, \pm 2, \ldots, \pm 17, \pm 19, \pm 20, \pm 22, \pm 25\} \). Then atomic norm \( \|x\|_\text{atomic} \) can be converted into the following semidefinite programming (SDP) (The proof can be found in [26]).

\[
\|x\|_\text{atomic} = \inf \left\{ \frac{1}{2} \text{Tr}(T(u)) + \frac{1}{2} \mathbb{1} \left[ \begin{array}{c} t \\ z \\ T(u) \end{array} \right] \geq 0 \right\}
\]

where \( T(u) \in \mathbb{C}^{K+1\times1} \) denotes a Hermitian Toeplitz matrix with vector \( u \in \mathbb{C}^{K+1} \) as its first column. Therefore, the atomic norm \( \|x\|_\text{atomic} \) can be calculated by the following formula

\[
\min_{x,w} \text{Tr}(T(u)) + w, \text{ s.t. } \left[ \begin{array}{c} w \\ z \\ T(u) \end{array} \right] \geq 0
\]

where \( w = \|S_z\| \) and \( t \) is a turning parameter. It follows from (13) that the formula (11) can be cast as the following SDP problem

\[
\min_{x} \|x\|_\text{atomic} \quad \text{subject to} \quad \left[ \begin{array}{c} w \\ z \\ T(u) \end{array} \right] \geq 0, \|x-a\|^2 \leq \eta^2.
\]

According to the Lagrangian analysis, the dual problem of (14) can be expressed as the following form (The proof is given in the Appendix A [27].)

\[
\min_{x,w} \eta \|x\|_\text{atomic} + \text{Re} \left( \langle z_n^\ast, v_n \rangle \right), \text{ s.t. } \left[ \begin{array}{c} 1 \\ v_n^\ast \\ W \end{array} \right] \geq 0, v_n = 0, T^\ast (W-I) = 0
\]

where \( \eta \) is the regularization parameter, \( \text{Re}(\cdot) \) indicates taking the real value and \( T^\ast (\cdot) \) denotes the adjoint operator of \( T(\cdot) \). By using standard solver SDPT3 [28], the dual problem (15) can be solved more efficiently than the primal problem (14). According to the duality, the Lagrange multiplier corresponding to the first constraint of (15) is exactly the matrix in the first constraint of (14) which contains \( z \). So, after the formula (15) is solved, the interpolated output signal \( z^\ast \) can also be obtained.

### 3.3 Covariance Matrix Reconstruction for DOA Estimation

Since the interpolated output signal \( z^\ast \) is a rank-1 signal, this problem is equivalent to the DOA estimation of coherent signal or single snapshot. Although spatial smoothing operation is capable of removing the coherence of the signal, we choose a more efficient method proposed in [29] to reconstruct the rank-K signal covariance matrix. Setting \( L = \lfloor |\Omega|/2 \rfloor + 1 \), we can reconstruct the covariance matrix \( \tilde{R}_v \) as

\[
\tilde{R}_v = \left[ \begin{array}{cccc} z_{1}^\ast & z_{2}^\ast & \ldots & z_{L}^\ast \\
          z_{L+1}^\ast & z_{1}^\ast & \ldots & z_{L}^\ast \\
          \vdots & \ddots & \ddots & \vdots \\
          z_{2L-1}^\ast & \ldots & z_{L}^\ast & z_{1}^\ast \\
          z_{2L}^\ast & \ldots & \ldots & z_{L}^\ast 
\end{array} \right].
\]

After the signal covariance matrix is reconstructed, the DOAs can be obtained by the subspace method such as the MUSIC [8], [29], [30], the ESPRIT [31]–[33], and the root-MUSIC [34], [35]. Here, we describe the MUSIC spectrum as following formula

\[
P_{\text{MUSIC}}(\theta) = \frac{1}{a_k^\ast(\theta)U_kU_k^\ast a_k(\theta)}
\]

where \( a_k(\theta) \) is the steering vector of sub virtual ULA from the position of 0 to \( L_d \). \( U_N \) is the noise subspace. The DOAs are found by searching the locations of the \( K \) largest peaks of the spectrum.

The proposed algorithm is described in Algorithm 1. The advantages of this method are summarized as follows. Firstly, the non-consecutive virtual array is interpolated to the virtual ULA, so we make full use of the DOF. Secondly, by averaging all elements in the vectorized signal covariance matrix corresponding to the same virtual array positions, we utilized all the signal information. Furthermore, in this optimization procedure, the denoising operation is involved, which increases the accuracy of the estimation. At last, the gridless ANM based optimization method avoids the basis mismatch problem.

<table>
<thead>
<tr>
<th>Algorithm 1 Virtual Array Interpolation-Based Underdetermined DOA Estimation via Atomic Norm Minimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. <strong>Input</strong>: Extended coprime array received signal ( {x(t)}_{t=1}^N ) and the number of sources ( K ).</td>
</tr>
<tr>
<td>2. <strong>Output</strong>: ( \hat{\theta}_k ), ( k = 1, 2, \ldots, K ).</td>
</tr>
<tr>
<td>3. Calculate the covariance matrix ( \tilde{R}_v ) and construct the output signal ( \tilde{z} ) corresponding to the non-consecutive virtual array ( \Omega_v ).</td>
</tr>
<tr>
<td>4. Initialize the interpolated output signal ( \hat{z} ) via (8).</td>
</tr>
<tr>
<td>5. Restore the interpolated output signal ( \hat{z} ) with respect to interpolated virtual ULA ( \Omega_v ) via (15).</td>
</tr>
<tr>
<td>6. Reconstruct the signal covariance matrix ( \tilde{R}_v ) of the interpolated virtual ULA via (16).</td>
</tr>
<tr>
<td>7. Estimate the spatial spectrum by using MUSIC algorithm in (17) to get the DOA estimation.</td>
</tr>
</tbody>
</table>
4. Numerical Experiments

An extended coprime array with $M = 3, N = 5$ is adopted, which yields a total number of $N + 2M - 1 = 10$ physical sensors located at $\{0, 3d, 5d, 6d, 9d, 10d, 12d, 15d, 20d, 25d\}$, where $d$ is half wavelength. The proposed method is compared with several representative algorithms, namely the spatial smoothing method (SS-MUSIC) in [8], the low rank matrix denoising (LRD) in [9], the least absolute shrinkage and selection operator (LASSO) in [12], the nuclear norm minimization (NNM) in [21], and the virtual array interpolation-based (CA-VAI) in [22]. The regularization parameters for LASSO algorithm, LRD algorithm, CA-VAI algorithm, and the proposed algorithm are set as 1.5, 10, 0.25, and 1, respectively. The convex optimization problems in the above algorithms are all solved by the CVX package using MATLAB software [36].

4.1 Achievable DOF

In this section, we compare the achievable DOF of the proposed method with other algorithms. Supposed there are 21 uncorrelated sources whose cosine values of the source angle are uniformly distributed from $-0.9$ to $0.9$. As SS-MUSIC and LRD cannot handle so many sources, we only choose LASSO, NNM, and CA-VAI. The SNR and the number of snapshots are set as 10 dB and 400, respectively. The grid interval of LASSO algorithm is set as $\Delta \theta = 0.2^\circ$. It is showed in Fig. 3 that each algorithm can achieve effective resolution of 21 sources only using 10 physical array elements. We take 1000 Monte Carlo trials and measure their recovery accuracy with the root-mean-squared error (RMSE) and represent it under each subgraph. The RMSE is defined as follows

$$\text{RMSE} = \sqrt{\frac{1}{KQ} \sum_{q=1}^{Q} \sum_{k=1}^{K} (\hat{\theta}_q - \theta_k)^2}$$

where $\hat{\theta}_q$ is the DOA estimation in the $q$th Monte-Carlo trial. $Q$ denotes the total number of Monte-Carlo trials. We can see that the RMSE of the proposed algorithm is the smallest as shown in Fig. 3. This is because that LASSO can only estimate the DOA on predefined grid points, increasing the estimation error. Although NNM based on matrix completion can get the DOA, the signal has not been denoised, and the limited number of snapshots can affect the accuracy of matrix completion, resulting in a large estimation error. CA-VAI and the proposed method both use an interpolation-based approach, but the CA-VAI has not fully utilized all the information provided by the covariance matrix. In contrast, the proposed method makes full use of the information provided by the signal and improves the estimation accuracy.
4.2 Estimation Performance Analysis

In this section, we set the number of sources as 12. The sources are uniformly spaced from 25° to 155° and each DOA is added with a random jitter which follows the uniform distribution in $[-0.1°, 0.1°]$ to reduce the impact of basis mismatch effect. The grid interval of LASSO algorithm is set as $\Delta \theta = 0.1°$. 1000 Monte Carlo trials are run. The Cramér-Rao bound (CRB) [37] is also given as the reference.

The results of RMSE versus the number of snapshots is shown in Fig. 4(a), where the SNR is 20 dB. It can be seen that the trend of the RMSE curves of various algorithms is consistent with the trend of the CRB curve. As for LASSO, it generates spurious peaks in the spectrum, leading to the fluctuation tendency of the curve. SS-MUSIC and LRD only use a part of array elements, leading to a relatively large RMSE. NNM is a method using all DOF, which makes its performance better than former two algorithms. CA-VAI achieves lower RMSE than NNM due to the involved denoising operation. The performance of the proposed algorithm outperforms significantly than other algorithms. Also, when the number of snapshots is greater than 100, the RMSE value of the proposed algorithm be-
gins to decrease, indicating the performance threshold is obviously lower than other algorithms. A similar performance comparison is given by the simulation of the RMSE versus SNR for each algorithm in Fig. 4(b) with the number of snapshots \( T = 500 \). Again, the results are similar to Fig. 4(a) and the proposed method outperforms others under all value of SNR.

4.3 Resolution

In this section, we are comparing the resolution performance of the proposed algorithm with other five algorithms. Two sources located at 89.55° and 90.55° are considered with the number of snapshots \( T = 400 \) and SNR = 10 dB. The results are given in Fig. 5. It is showed that the SS-MUSIC algorithm is not able to resolve the sources and the resolution of LRD is very poor. This is because they only use partial array elements of the virtual sources and the resolution of LRD is very poor. This is that the SS-MUSIC algorithm is not able to resolve the two sources, but the peak location is not accurate, which is because it is an on-grid estimator. The remaining three algorithms are gridless method and they all exhibit accurate peaks. However, among them, we find the peaks of the proposed method are the sharpest, indicating the best resolution performance.

5. Conclusion

In this paper, we proposed a new underdetermined DOA estimation method for the coprime array application. This algorithm makes full use of the array DOF. Through averaging all elements in the vectorized signal covariance matrix corresponding to the same virtual array positions, this algorithm also makes full use of the signal information. The optimization problem in this method is formed and solved under the framework of ANM, indicating it is a gridless method. Simulation results have shown the superiority of the proposed method in terms of resolution and estimation accuracy. Furthermore, this method can also be easily extended to ULA, MRA, nested array and other sparse arrays. Future works are to consider the scenarios of correlated and coherent signals and to perform DOA estimation with unknown number of sources.
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Appendix A

Let \( \mathcal{A} = \begin{bmatrix} s^H & w^H \\ v & W \end{bmatrix} \geq 0 \). The Lagrangian function of (14) is given as follows

\[
\mathcal{L}(u, w, z, A, \lambda) = \text{Tr}(T(u)) + w - \text{Tr}\left[ 2 \begin{bmatrix} v^H \\ z \end{bmatrix} T(u) W \right] \\
+ \lambda - z^H v \eta - \lambda \eta^2
\]

\[
= \text{Tr}(T(u)) + w - 2\text{Re}(z^H v) - \text{Tr}(T(u) W) \\
+ \lambda - z^H v \eta - \lambda \eta^2
\]

\[
= \text{Tr}(T(u)(I - W)) + w(1 - s) - 2\text{Re}(z^H v) \\
- \lambda^2 \|v\|^2 + \lambda - z^H v \eta - \lambda \eta^2
\]

\[
= \text{Tr}(T(u)(I - W)) + w(1 - s) - 2\text{Re}(z^H v) \\
- \lambda^2 \|v\|^2 + \lambda - z^H v \eta - \lambda \eta^2
\]

where \( \bar{\Omega} \) denotes the complementary set of \( \Omega \). Minimizing \( \mathcal{L} \) with respects to \( (u, w, z) \) gives the dual objective which equals \( -2\text{Re}(z_0^H v) - \lambda^2 \|v\|^2 - \lambda \eta^2 \) if \( T^*(W - I) = 0 \), \( s = 1 \), and \( v_n = 0 \), otherwise \(-\infty\), where \( T^* \) denotes the adjoint operator of \( T \). Noting \( \|v_n\|_\eta^2 \geq 0 \), i.e. \( \lambda^2 \|v_n\|_\eta^2 + \lambda \eta^2 \geq 2\eta \|v_n\|_\eta^2 \), so we obtain the dual problem (15) as the following form

\[
\min \|v_n\|_\eta^2 + 2\eta \|v_n\|_\eta^2 \\
\text{s.t. } \begin{bmatrix} 1 & v^H \\ v & W \end{bmatrix} v_n \geq 0, v_n = 0, T^*(W - I) = 0.
\]

References


2006 CIE International Conference on Radar. Shanghai (China), 2006, p. 1–4. DOI: 10.1109/ICR.2006.343159


About the Authors ...

Yujian PAN was born in 1987. He received his Ph.D. from the National University of Defense Technology in 2015. He is currently a Lecturer with the School of Electronics and Information, Hangzhou Dianzi University, Hangzhou, China. His main research interests include microwave circuit design, radar system design, radar signal processing, array signal processing, and machine learning. From 2019 to 2020, he is a visiting scholar at the Dept. of Electrical Engineering (ESAT), KU Leuven, Belgium.

Min YAO was born in 1996. She received a B.E. degree in Taiyuan University of Science and Technology, Taiyuan, China, in 2018. She is now studying for M.S. degree in Electronic Science and Technology at Hangzhou Dianzi University. Her current research interest lies in the area of array signal processing.

Guo Qing LUO (corresponding author) was born in 1979. He received the Ph.D. degree from the Southeast University, Nanjing, China, in 2007. Since 2007, he has been a Lecturer with the Faculty of School of Electronics and Information, Hangzhou Dianzi University, Hangzhou, China, and was promoted to Professor in 2011. His current research interests include RF, microwave and mm-wave passive devices, antenna array, and frequency selective surfaces.

Bai Cao PAN was born in 1989. He received the Ph.D. degree in Electrical Engineering from the Southeast University, Nanjing, China in 2018. He joined the School of Electronics and Information, Hangzhou Dianzi University, where he is currently an Associate Professor. His research interests include engineered electromagnetic structures, metamaterials, spoof surface plasmon polaritons, antennas array, and microwave circuits.

Xiaoxin GAO was born in 1995. She received a B.E. degree in Shijiazhuang University, Shijiazhuang, China, in 2019. She is now studying for M.S. degree in Electronics and Communication Engineering at Hangzhou Dianzi University. Her current research interest is the array signal processing.