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Abstract. In this paper, we derive a signal processing 
algorithm that enables a Wi-Fi station to passively detect 
the presence of a potential user in its vicinity. It is assumed 
that the potential user either doesn’t carry a Wi-Fi device 
or, if it does, that its device does not participate in the 
detection procedure. Passive presence detection is per-
formed by the station by means of tracking over time chan-
nel estimates obtained with packets transmitted by one or 
more stations in the Wi-Fi network, and determining when 
the user presence impacts the received signals. The pro-
posed algorithm performs binary hypothesis testing and 
decides if a potential user is in the vicinity of the Wi-Fi 
station. It uses an estimate of the dynamic channel compo-
nent power as the test statistic and compares it to a prede-
fined threshold. As formulated in the paper, to increase the 
detection reliability, the power of the dynamic channel 
component is maximized by using an optimization proce-
dure. Experimental results obtained with off-the-shelf Wi-
Fi devices and with the proposed algorithm are presented 
which demonstrate the validity of the analytical formula-
tion, as well as the feasibility of performing passive pres-
ence detection using a Wi-Fi network. In controlled resi-
dential and enterprise settings, the proposed algorithm 
provided a detection rate of 99.7% for a false alarm rate of 
less than 1%. 

Keywords 
Passive presence detection, motion detection, Wi-Fi 
sensing, binary hypothesis testing, channel state 
information 

1. Introduction 
Wi-Fi sensing is a term given to the use of traditional 

Wi-Fi technology to perform radar-like applications such 
as detecting motion in a room or detecting when a potential 
user approaches a Wi-Fi-enabled device. A key advantage 
of using Wi-Fi to enable sensing applications over other 

technologies, including infrared sensors and video cam-
eras, is the possibility of re-using systems that are already 
widely deployed in both home and enterprise environments 
for data communications to provide new applications and 
services. 

Research on Wi-Fi sensing has been ongoing at least 
since the early 2000s. Applications considered so far in-
clude motion and presence detection, people counting, 
activity classification, vital sign monitoring, and gesture 
recognition, among many others. The literature in the area 
is vast and growing, and we refer the interested reader to 
[1–5] for surveys of the field. In November 2019, IEEE 
802.11 created a Study Group (SG) focused on Wi-Fi 
sensing, with the expectation that it will result in a stand-
ard-development activity. As discussed in [6–12], standard 
support is critical to enable Wi-Fi devices and networks to 
better serve sensing related applications and spur further 
innovation. 

In applications such as motion and presence detec-
tion, Wi-Fi sensing is performed by tracking channel esti-
mates obtained with multiple Wi-Fi packets, which could 
have been sent by one or more devices over time and de-
tecting changes that may indicate an event of interest. This 
is because as a person or object moves, it impacts the 
wireless signal propagation in the environment (that is, 
propagation paths are created and cancelled generating 
time-varying multipath fading). In addition, if more than 
one wireless link exists (for example, when a Wi-Fi station 
receives beacon frames from multiple access points), it is 
expected that the links will exhibit different, but possibly 
correlated, time-dependent variation patterns as a result of 
motion. Therefore, the overall performance of Wi-Fi 
sensing is expected to improve when signals transmitted by 
more than one Wi-Fi station (access points, for example) 
are used. The algorithm derived here exploits this 
hypothesis. 

The purpose of the algorithm derived in this paper is 
to enable a Wi-Fi station to passively detect the presence of 
a potential user in its proximity (∼1–2 m radius). Presence 
detection is an important application of Wi-Fi sensing, and 
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of interest in areas such as system wake-up and environ-
ment monitoring. By passive, we mean that the “subject” 
(the person that enters a room in a motion detection appli-
cation, for example) doesn’t carry a Wi-Fi device or, if it 
does, that its device does not participate in the sensing 
procedure. 

The paper is organized as follows. In Sec. 2, we de-
scribe the system model to be considered. The proposed 
algorithm is then derived in Sec. 3 by maximization of 
power for the dynamic channel component, which is used 
as a test statistic in the binary hypothesis testing. In Sec. 4, 
experimental results obtained with off-the-shelf Wi-Fi 
devices and with the derived algorithm are presented. The 
proposed algorithm performance is compared to the algo-
rithms recently published in the literature, [13–15]. Con-
clusions are drawn in Sec. 5. 

2. System Model 
We denote the device that uses Wi-Fi sensing to de-

tect the presence of a potential user in its proximity by 
sensing station, and the one or more Wi-Fi stations that 
transmit signals used by the sensing station as transmit 
stations. To perform passive presence detection, it is as-
sumed that transmit stations send packets with a certain 
regularity that are received and processed by the sensing 
station. Channel estimates are obtained in the frequency-
domain by using the Long Training Field (LTF) within the 
Wi-Fi Orthogonal Frequency Division Multiplexing 
(OFDM) modulated packet preamble, [16]. 

Let Hl denote the frequency domain NF × NST channel 
matrix obtained by the sensing station when using packets 
transmitted by the lth transmit station. Specifically, 
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where Hl,i,j is the complex channel estimate obtained for the 
jth subcarrier of the ith packet transmitted by the lth transmit 
station, and j = 0, 1, …, NST – 1, i = 0, 1, …, NF – 1, and l = 
0, 1, …, NL – 1. The parameters NST, NF, and NL denote the 
total number of OFDM subcarriers in each received packet, 
the number of successively received packets, and the num-
ber of links (e.g., transmit stations) being tracked, respec-
tively. 

The channel matrix Hl can be decomposed into a 
static component Hs,l and a dynamic component Hd,l, 

 
s, d,l l l H H H . (2) 

 

 

 

The static component Hs,l corresponds to the average 
of the channel computed with respect to the column (time) 
dimension of the matrix Hl defined in (1) and represents 

the part that does not evolve in time at the duration of NF 
consecutive packets. We introduce an estimate of the Hs,l,i,j 
component as a sample mean value in the form: 
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The dynamic component Hd,l consists of the corre-
lated channel variation in time caused by the motion of the 
“subject” (human or object) with reference to the static 
component. In a perfectly stationary environment, Hd,l = 0. 
In contrast, in a perfectly dynamic environment Hs,l = 0. 
These two scenarios describe limit cases, and in practice 
both components are not equal to zero. 

A detector associates the non-zero dynamic channel 
component with motion in the vicinity of the detector, 
while the static channel component does not carry infor-
mation related to motion detection and as shown next, has 
no impact. If one uses a sample covariance of Hl, denoted 
by CHl, it can remove the estimate of stationary component 
from the original channel matrix Hl and estimate the dy-
namic component only. By definition, 
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where CHl is the NST × NST sample covariance matrix of the 
NF × NST channel matrix Hl. 

The received signal for the lth transmit link SR,l can be 
written in the form: 

 
R, Tl l l S H S N  (5) 

 

 

 

where ST is the NST × NST diagonal pilot matrix and Nl is 
the NF × NST complex Additive White Gaussian Noise 
(AWGN) matrix with zero mean and variance σN

2. The 
pilot matrix ST consists of the LTF modulated symbols 
defined in [16]. 

The output of the channel estimator operating under 
noisy conditions for the lth transmit link is defined as: 

   H H H H
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where Zl is the NF × NST noise matrix with zero mean and 
variance σZ

2. The received matrix SR,l is multiplied by the 
inverse transmit pilot matrix, which is equal to the Her-
mitian conjugate of the original matrix ST (see [16]). Note 
that the impact of the carrier frequency offset and the tim-
ing sampling offset should be compensated before Yl can 
be used by the presence detection algorithm.  

Using (2)–(6) and the sample covariance matrix 
definition, the sample covariance matrix of Yl, denoted by 
CYl, is written as 
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The obtained sample covariance matrix CYl given by 
(7) is used to compute the scalar test statistic Y of the de-
tection algorithm. First, a two-dimensional frequency do-
main filtering is applied by multiplication on vector Vl of 
size NST × 1 on the right and its Hermitian conjugate on the 
left side of matrix CYl. Second, a spatial filtering is applied 
by combining different transmit links together by weight-
ing on Wl coefficients of NL × 1 vector W: 
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The derived scalar test statistic Y represents an esti-
mate of the aggregated dynamic channel power and quanti-
fies the correlated channel variation in time of transmit 
links that are possibly also correlated in the space domain. 
This test statistic was used in the binary hypothesis testing 
in the algorithm for presence detection described in Sec. 3. 
The proposed algorithm applies optimization in the multi-
dimensional space with respect to the vectors (V0, V1, …, 
VNL-1, W) to enhance detection performance. 

3. Algorithm for Passive Presence 
Detection 
The proposed passive presence detection algorithm 

uses a binary hypothesis testing (see [17]), by comparing 
the test statistic Y, introduced in (8), to a threshold γ. If the 
test statistic is smaller than the threshold, the algorithm 
determines that there is no presence (H0, null hypothesis). 
Conversely, if the test statistic is greater than or equal to 
the threshold, the algorithm indicates the presence of a 
potential user in the vicinity of sensing station (H1, alterna-
tive or signal hypothesis). 

The scalar test statistic Y can be decomposed into two 
components: 

 Y X Z   (9) 

 

 

 

where X corresponds to the signal component (that is, the 
dynamic component of the channel) and Z is the noise 
component. Substituting (7) into (8) and using (9), we have 
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Under the H0 null hypothesis and with the assumption 
that the channel is perfectly static (Hd,l = 0), X is equal to 0 
and 
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Under the H1 signal hypothesis, X is greater than zero 
and Z cannot be further simplified from the general form 
given in (10) and includes two additional noise cross-term 
components. As a result, the mean value and standard de-
viation for H1, denoted as E1 and σ1, respectively, are 
greater than the E0 and σ0 counterparts defined for H0. 

The proposed algorithm performs multi-dimensional 
maximization of Y variable with respect to vectors (V0, V1, 
…, VNL–1, W). In case of the null hypothesis H0, the input 
to the algorithm is the noise matrix Zl only. Due to the 
random nature of Zl, and statistical independence of its 
components in the time domain and over different transmit 
links, the maximization does not lead to significant power 
enhancement. In contrast, for hypothesis H1, the dynamic 
channel component Hd,l consists of the correlated channel 
variation in time and possible correlation of different 
transmit links in space. As a result, the maximization leads 
to a significant power enhancement and a better differenti-
ation (or deflection) between both hypotheses and increas-
ing the detector reliability. 

The test statistic Y is always greater than or equal to 
zero due to symmetry of Yl and its meaning as a power 
estimate. Thus, the maximization of Y is equivalent to the 
maximization of J, which is a square function of it: 
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The maximization of the quadratic form in (12) is per-
formed in the multi-dimensional vector space with respect 
to vectors (V0, V1, …, VNL–1, W) and is subject to con-
straint that all vectors have a unit power. The maximization 
of the quadratic form J is simpler than the maximization of 
Y because it can be solved by applying standard optimiza-
tion algorithms, [18]. 

To solve (12), we use the Lagrange dual function ap-
proach, by augmenting the objective function J(V0, V1, …, 
VNL–1, W) with the NL + 1 constraint functions weighted by 
the Lagrange scalar multipliers (λ0, λ1, …, λNL–1, λW), [18]: 
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Taking the derivative of (13) with respect to each 
variable, including vectors (V0, V1, …, VNL–1, W) and 
scalar multipliers (λ0, λ1, …, λNL–1, λW), and forcing them to 
zero, results in the following system of equations: 
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where the NL × 1 vector B is introduced to simplify the 
notation. Its lth element is defined as 
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Solving the first two equations in (14), we obtain 
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Substituting (16) into the quadratic form in (12) gives 
us 
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From (17), we have that the optimization over W re-
sults in the decoupling of the links and makes further opti-
mization over the Vl vectors independent. Therefore, sub-
stituting (16) into (14), we obtain 

  H H, 1.
l l

l l l l l l l 
Y Y

V C V C V V V V  (18) 

 

 

 

The solution for Vl is one of the eigenvectors of CYl, 
and the Lagrange multiplier λl is equal to the square of the 
corresponding eigenvalue, [19]: 

              2 H

,opt ,opt, , ,
l

m m m m m
l l l l l l l    

Y
V Q Q C Q  (19) 

 

 

 

for m = 0, 1, …, Nrank,l – 1, where Nrank,l is the rank of CYl. 
In (18), Ql

(m) and Λl
(m) are the mth eigenvector of CYl and its 

corresponding eigenvalue, respectively. The matrix eigen-
value decomposition can be found by applying a standard 
algorithm such as power iterations, [19]. 

Substituting (17) and (19) into (8), we obtain that the 
optimal test statistic is given by 
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In words, the optimal test statistic has multiple solu-
tions equal to the square root of the sum of the mth squared 
eigenvalues found for each sample covariance matrix CYl. 
In the case when the system relies on measurements ob-

tained with a single link (NL = 1), the optimal test statistic 
reduces to be an eigenvalue of the particular sample co-
variance matrix CYl. This particular case of the detector can 
be found in many papers, typically as a building block of 
more complex algorithms, for instance, please see [14], [15]. 

Note, that the particular choice of the solution in (20) 
will affect the E0 and σ0 estimates and therefore affects the 
detection performance. To combine the multiple solutions 
into a single variable, a normalized test statistic is intro-
duced: 
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where Nrank = minl(rank(CYl)) and Yopt
(m) is given by (20). 

The E0
(m) and σ0

(m) are the mean value and standard devia-
tion of Yopt

(m) found under H0 null hypothesis. Both E0
(m) 

and σ0
(m) can be estimated during calibration period interval 

as will be further discussed in Sec. 4. 

The normalized test statistic u defined in (21) repre-
sents a weighted sum of the test statistics corresponding to 
the different solutions shifted by the E0

(m) mean value and 
weighted to the inverse of the σ0

(m) value. The larger the 
values of E0

(m) and σ0
(m), the smaller is the component’s 

contribution to the resulting statistic. This test statistic was 
used in the conducted experimental measurements to detect 
presence event in the residential home environment de-
scribed in Sec. 4. 

4. Experimental Results 
To demonstrate the feasibility of passive presence 

detection using Wi-Fi networks and the validity of the 
proposed algorithm, we conducted a large number of ex-
periments using off-the-shelf Wi-Fi devices from multiple 
vendors in typical residential and enterprise environments. 
In this paper, we present results obtained with measure-
ments made on the second floor of a single-family home in 
Portland, OR. The scenario considered is illustrated in 
Fig. 1. In Fig. 1, the red squares (labeled TX STA 1, TX 
STA 2, and TX STA 3) represent the transmit stations (as 
defined in Sec. 2), and the green square (SENS STA) re-
presents the sensing station. 

Each transmit station was configured to send 20 MHz 
packets with a 100 ms interval. The sensing station re-
ceives packets from all transmit stations and estimates the 
channel with each received packet as a part of the standard 
data detection procedure. To calculate the sample covari-
ance matrix CYl for each link, we took NF and NST to be 
equal to 20 packets and 52 (data and pilot) subcarriers, 
respectively (see [16]). The parameter NL in (20) was set 
equal to 3 and Nrank in (21) to 16. 

Changes in the environment were created by the 
movement of a single person with the trajectory depicted in 
Fig. 1. As shown in the figure, the subject was first motion-
less in the office  for the first 30 s of the  experiment to per- 
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Fig. 1. Floor plan and motion trajectory in experiment #1. 

form algorithm calibration by means of estimating the 
parameters E0

(m) and σ0
(m) used in (21); then walked around 

the same room for 25 s, and subsequently left the office. 
After that, the subject went in and out of a bathroom, and 
entered the playroom at t = 81 s and stayed there for 27 s. 
After leaving the playroom, the subject went down the 
hallway towards bedroom 2, went in (t = 127 s) and out 
(t = 145 s) of bedroom 2, and finally entered the master 
bedroom, where the sensing station is located, at t = 150 s. 
Upon entering the master, the subject walked towards the 
sensing station, and stayed in its proximity (within 
2 meters) until the end of the experiment. 

In Fig. 1, marker 1 indicates motion in the proximity 
of TX STA 1, marker 2 corresponds to a “blind spot” 
where motion was not detected, markers 3 and 4 indicate 
motion in the proximity of TX STA 2 and TX STA 3, re-
spectively, and marker 5 indicates proximity to the sensing 
station SENS STA.  

The output of the proposed presence detection algo-
rithm, which represents a normalized test statistic u intro-
duced in (21) and plotted as a function of time for the sce-
nario and experiment described in Fig. 1 is given in Fig. 2. 
The outputs corresponding to the five events shown in 
Fig. 1 (markers 1–5) are also noted in Fig. 2. A number of 
important observations can be made when comparing both 
figures. 

First, the test statistic u is not as large when the sub-
ject is close to one of the transmit stations (markers 1, 3, 
and 4) compared to when the subject is close to the sensing 
station (marker 5). It can be concluded that the receiver-
based scheme is more sensitive to motion than the trans-
mitter-based scheme and the intensity of the reaction de-
creases with increasing of the distance between the moving 
person and the receiver. Additionally, for the configuration 
considered in the experiment, only one of the links used for 
Wi-Fi sensing is impacted at a time when the movement is 
close to a transmit station, while all links are impacted 
(spatially correlated) when movement is close to the sens-
ing station.  

The presence of a potential user in the proximity  
of the sensing station could thus be obtained by comparing 

1

3
4

5

No motion 2

γ1 – proximity detection (1 – 2 m)

γ2 – home security (>> 2 m)

 
Fig. 2. Normalized test statistic plotted as a function of time 

for motion trajectory in experiment #1. 

test statistic u with a threshold γ that is large. In Fig. 2 this 
corresponds to the γ = γ1 example, where the threshold 
value can be set between 600 and 2000. Using the experi-
mental measurements, we determined that a threshold in 
this range leads to a detection range of approximately  
1–2 m from the sensing station. Setting the threshold to 
a higher value may reduce the impact of the potential 
“background moving” problem for proximity detection, 
which may occur when there is more than one person pre-
sent in the coverage area of the Wi-Fi sensing application. 

Second, while the proposed algorithm was derived for 
proximity detection, it is seen in Fig. 2 that it could also be 
used for other applications, such as home security by 
means of motion detection. To this end, the threshold 
would have to be set to a lower value than the one used for 
proximity detection so that motion indicated by just one of 
the links triggers detection. In Fig. 2 this corresponds to the 
γ = γ2 example, where the threshold can be set to the value 
below 400, which corresponds to a detection range greater 
than 2 m. In that case, the system would detect the motion 
events denoted by markers 3 and 4. In general, by setting 
the threshold to appropriate values, we can adjust the target 
distance from the sensing station where we would like to de-
tect an event of presence and support different applications.  

Lastly, as expected, the performance of the algorithm 
depends on the number of transmit stations and on their 
relative position with respect to each other and to the 
sensing station. The “blind spot” indicated by marker 2, 
which would be problematic in a home security applica-
tion, for example, could be addressed by placing a transmit 
station at the hallway or by changing the location of the 
existing transmit stations, among other options. 

A second experiment is shown in Fig. 3 for a case 
when the potential user approaches the sensing station 
multiple times. The trajectory and markers shown in the 
figure should be interpreted in the same way as those 
shown in Fig. 1. The output of the proposed algorithm 
(normalized test statistic u) for this new experiment is 
given in Fig. 4. 
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Fig. 3. Floor plan and motion trajectory in experiment #2. 
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Fig. 4. Normalized test statistic plotted as a function of time 

for motion trajectory in experiment #2. 

Similar to what was observed in Fig. 2, larger values 
of test statistic u can be reliably used to detect the presence 
of a potential user close to the sensing station. 

In both experimental setups shown in Fig. 1 and 
Fig. 3, we used interval of 30 s at the beginning of each 
motion depicted as “no motion” in Fig. 2 and Fig. 4, where 
environment was completely static to perform parameters 
calibration. In realistic Wi-Fi operation, such intervals will 
not be available and the case that the environment is static 
cannot be guaranteed with certain reliability. Therefore, in 
practical systems, such calibration can be performed using 
a number of LTF training fields following each other inside 
the single packet. The channel estimates will not change 
much over consecutive LTFs inside the packet due to very 
short relative time delay and therefore may be considered 
as static. Using these LTFs algorithm can perform E0

(m) and 
σ0

(m) parameters estimation and support self-calibration 
procedure. However, currently, standard does not define 
such a training field (see [16]), and additional work is re-
quired to define a new frame format in the future standard.  

The extensive measurements conducted in the typical 
but controlled residential and enterprise environments have 
shown that the proposed algorithm provides a detection 
rate of 99.7% for a false alarm rate of less than 1%. 
Figure 5 shows a summary of the results, where the Y axis 

 
Fig. 5. Proposed algorithm performance and its comparison to 

the known methods. 

corresponds to the detection rate in % and the X axis refers 
to the type of algorithm. 

As a performance reference, we considered the algo-
rithms recently published in the literature [13–15]. In refer-
ence [13], the authors suggest an algorithm for human 
motion detection based on the channel frequency response 
estimation using successively received packets in time. The 
channel measurements were conducted in a conference 
room environment with a single transmit link. The authors 
introduced a short-term averaged variance ratio (SVR) and 
a long-term averaged variance ratio (LVR) test statistic in 
the form: 

      
SVR LVR
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where σΔT
i is the standard deviation and μΔT

i is the mean 
value of the channel phase estimated for the ith subcarrier 
over short and long observation time intervals ΔT and ΔLT, 
respectively, and n is the total number of subcarriers equal 
to 30 in the experiment. The introduced test statistics are 
compared to the threshold to detect human motion. It was 
shown that the algorithm can achieve 95% detection rate. 

In reference [14], the authors proposed an algorithm 
for human motion detection based on a Support Vector 
Machine (SVM) learning algorithm. Similar to [13], the 
algorithm estimates channel frequency responses over 
successively received packets in time. The channel meas-
urements were conducted in different types of environ-
ments, including a meeting room, a classroom, a hallway, 
and a laboratory with a single transmit link. The eigenval-
ues of the covariance matrix for the amplitudes and phases 
are used as the test statistics: 

       eigen , eigen arg  R H R H  (23) 

 

 

 

where R(|H|) and R(arg(H)) are the covariance matrices of 
the channel amplitudes and phases, accordingly. The first 
two eigenvalues for the amplitudes (α1, α2) and phases  
(ρ1, ρ2) are combined into the feature vector and used as 
an input to the SVM algorithm. A supervised learning is 
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applied to train an SVM algorithm to classify the static and 
dynamic channel state. It was shown that the algorithm can 
achieve 99% detection rate. 

In reference [15], the authors suggested an algorithm 
for human motion detection based on a machine learning 
approach. In addition to the SVM algorithm used in [14], 
a Random Forest (RF) and a K-Nearest Neighbor (KNN) 
algorithm were also considered. The channel frequency 
response measurements were conducted in different types 
of environment, including a meeting room, a hallway, and 
a laboratory with a single transmit link. The eigenvalues of 
the covariance matrix for the amplitudes and phases de-
fined in (23) are used as the test statistics. The authors 
consider a feature vector, which consists of the amplitude 
eigenvalues only, a mixture of both amplitude and phase 
eigenvalues, and the phase eigenvalues only. The detection 
rate for the different algorithms and feature vectors was 
analyzed. It was shown that the best detection rate of 
99.8% can be achieved with the RF algorithm and the 
phase eigenvalues feature vector. 

It can thus be concluded that the proposed algorithm 
achieves a similar detection rate as a machine learning 
approach for a user proximity detection application. In the 
proposed algorithm, a complex matrix processing is per-
formed without separation between the amplitudes and 
phases of the channel realization. An improved detection 
reliability is achieved with the use of channel realizations 
from the multiple transmit links. In contrast to the previous 
works, the introduced normalized test statistic in (21), 
selects the dominant eigenvalues in the decomposition by 
means of weights adaptation in the resulting sum. The 
algorithm does not require a training period when deployed 
in a new environment, as required by most machine learn-
ing-based approaches.  

5. Conclusions 
In this paper, we derived a signal processing algo-

rithm that enables a Wi-Fi device to passively detect the 
presence of a potential user in its vicinity. In the proposed 
algorithm, detection is performed by the device by means 
of tracking channel estimates obtained with packets trans-
mitted by one or more stations in the Wi-Fi network over 
time and determining when the user presence impacts the 
received signals. Experimental results demonstrated both 
the validity of the presented analytical formulation and the 
feasibility of performing passive presence detection using 
a Wi-Fi network. 
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