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Abstract. This paper considers a channel state estimation
(CSE) problem in a parametrized Hierarchical MAC (H-
MAC) stage in Wireless Physical Layer Network Coding
(WPNC) networks with Hierarchical Decode and Forward
(HDF) relay strategy. The primary purpose is to present the
results of a non-pilot based phase estimator performance
evaluation. In particular, the performance comparison of
a MartraB simulation and an over the air transmission using
USRP N210 transceivers in terms of mean square error
(MSE) and bit error rate (BER). Also, we analyze the proper-
ties of the Cramer Rao Lower Bound (CRLB) w.r.t. different
channel parametrizations.
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1. Introduction

Wireless Physical Layer Network Coding (WPNC) is
a PHY layer concept for communication in dense radio ne-
tworks with highly interacting signals. We have reached a re-
latively solid understanding of some fundamental limits, the
system design and performance analysis in basic topologies
and scenarios [1-5]. The knowledge includes achievable and
converse rates for specific strategies and scenarios (e.g., Com-
pute & Forward, Noisy Network Coding, Hierarchical De-
code and Forward (HDF)), design of Network Coded Modu-
lation (NCM) and related hierarchical demodulation and de-
coding strategies, including their performance analysis. Most
of the results assume relatively idealized assumptions rela-
ted to relative channel parametrization, which dramatically
affects the resulting hierarchical constellation in a nonlinear
way. Thus it is desirable to track the channel parameters even
while payload data is transmitted.
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This paper builds on the results of [6], and [7] and con-
centrates on a practical evaluation of the proposed feed-back
gradient solver of the hierarchical phase estimator.

In WPNC, the word “hierarchical” is used to emphasize
that receivers observe several interacting signals at the same
time, at the same carrier frequency. It is one of the lea-
ding principles of WPNC - the exploiting of the information
carried by interference. Following this paradigm, signals
from different sources cannot be observed independently.
The paper [6] derives a phase estimator individual signals
based only on their non-orthogonal superposition and H-data
symbols. In this work we analyze this estimator in detail.
We compare the over-the-air performance to a simulation in
terms of the mean square error (MSE) and the bit-error-rate
(BER) for an uncoded transmission. Besides, we analyze and
present the dependence of the Cramer-Rao Lower Bound
(CRLB) on the channel state.

The rest of this paper is organized as follows. In Sec. 2,
we introduce the system and channel model considered in
the rest of the paper. Section 3 summarizes the results of [6],
mainly the phase estimator and gradient descent solver. In
Sec. 4, we present some properties of the constant phase esti-
mator CRLB. Sections 5 and 6 describe the considered scena-
rios and the experimental setup based on USRP transceivers.
Section 7 presents and discusses the results of the experiment
and simulation. Finally in Sec. 8 we conclude the paper.

2. System Model

In this work, we assume a three-node network with two
source nodes (SA, SB) and one relay R, see Fig. 1. Further, we
assume a perfect symbol-timing synchronization among all
three nodes. Itis an idealized situation that is though to ensure
in practice. We have chosen it to simplify the problem. A sys-
tem model with asynchronous channels and the estimation of
the channel delays is considered in e.g., [8] and [9].

SIGNALS
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Fig. 1. System model as given in [6].

The network operates at the H-MAC stage, where the
interaction between both source signals is allowed, and the
relay’s target is a many-to-one function (Hierarchical Ne-
twork Code (HNC) map) of the individual source messages
b = x(ba,bp). The processing at each source node is,
in general, as follows. The source message is encoded by
a common codebook C, ¢4 = C(bs) and symbol-wise
mapped on the constellation points s4,, = sa(ca.,) using
a one-dimensional alphabet A of size M. Similarly for
SB. The target H-code symbols are denoted as ¢ = C(b).
We assume an isomorphic layered NCM with a minimal
HNC map. The isomorphic layered property implies that
¢n = Xc(ca.n,cp,n) and the minimality ensures that the ele-
ments of {c,, ca.n,cp n} are coupled in such a way that there
are only two degrees of freedom, i.e. given arbitrary two, the
third is unambiguously determined.

We assume a memoryless 2-source H-MAC AWGN
channel model given as

Xn = u(CA,n,CB.n) + Wi = hansa(can) + hp nsp(cpn) +Wn

)]

where the fading coefficients are decomposed into magnitude
and phase ha, = €¥4n, hg = nel*sn n € RY and wy, is
AWGN with o2, variance per dimension. The observed frame
is of length N. The SNR will be related w.r.t. SA and denoted
as x = E[[sal?]/o2.

In this paper we consider a special case of a BPSK al-
phabet Ay = {1} and binary coded symbols ca,cp € {0,1}
on both source nodes. The natural H-constellation mapper
s(c) = 2¢ — 1 is used. In this special case it follows, that
the only minimal HNC map is accomplished by the XOR
function ¢ = c4 ® cp, ¢ € {0,1}.

3. ML Phase Estimator

In [6] the hierarchical symbol conditioned channel pha-
ses likelihood is derived as

. 2 y y
p(xn|90A,m ¢B,nvcn) o eXp (_O__ZUS(CVL) COS(QOA,n - QOB,n))

w

2 cosh (%(%[xnej‘“v"] + ns(cn)?%[xnej%’"])) (2)

w

where s(c) = 5,5 = 1 — 2c. This expression is obtained
after a marginalization of p(x|@a, @, s4,sp) over the hierar-
chical dispersion i.e. the uncertainty of ss(ca), sg(cp) given
¢ = x(ca,cp). Assuming ¢4, @p constant over the whole
frame of N symbols, the ML estimator is given as

N
(P4 ) = atg max > p(@afmcnin) )

PAPB =1

where p(P4, PB, cu, X) is the log-likelihood which we obtain
as

o 2 o
PGar b nn) = = 15(cx) COS(Pa — E)
w

In cosh (%(%[x,,ei%] +ns(cp) R[x,e %5 ])) NS,

w

For finding the argument of the maximum we use an iterative
gradient descent algorithm given as

®)

N
p(i+1) = p(i) + KV, (Z p(¢a. P, cn,xn>)
n=1 ¢=¢(i)

Next we consider a more practical scenario, where the
phase ¢,, = [¢a.n, ¢B n] varies over the frame. For this case,
we modify the full-frame gradient descent search and ite-
rate over @,, in each step applying a correction based on
the gradient of a local neighborhood given by a window of
length W.

@iv1 = @; +KVy . (6)

P=0;

i—1
Z P(@An PB s Cns xn))

n=i-W-1

The window length should reflect the amount of change of
the phase between two consecutive samples. Our implemen-
tation of this approach assumes that the initial phase is known
to the estimator i.e. | = @;.

4. Cramer-Rao Lower Bound
Properties

The CRLB of an ML constant phase estimator was eva-
luated in [7] for a specific pair of phases and a relative chan-
nel attenuation. We present the dependence of the CRLB on
SNR, 7 and the phase difference.

In the Figs. 2, 3,4 and 5, we see a numerical evaluation
of the constant phase estimator CRLB for different SNR and
relative channel attenuations 5. Further, we present some
properties of the CRLB.
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1. The CRLB depends on the phase difference

Ap = pa — ¢p only.
The metric p is a logarithm of the likelihood, thus for
the evaluation of the Fisher information matrix (7) can

be used.
dp Op dp Op
Opa Opa®  Opa Opp
dp Ip dp Op :
Opp Opa’ O¢p Opp

J=E )

In this section we relax the notation and use ¢4, ¢p in-
stead of ¢4, ¢B. The components of the gradient of p,
Ua = 0p/dpa and up := dp/dep are evaluated in [6]
together with their low SNR and high SNR approximati-
ons. We consider the metric (4). For notation clarity we
drop the explicit index n. The gradient components of
the metric (4) are (8), (9).

2 2 )
pa = —5ns(c)sin(pa — p) + — I [xe 4]
o o
5 ‘ ' (®)
tanh (—2% [xe74 + ps(c)xe¥8 ]) ,

w

2 . 2 i
up = —U—zns(c) sin(pa — ¢B) + O_—ZS(C)US [xe J“’B]

w w
tanh (%% [xei#a + ns(c)xej"’B]) )
O—W
©)
For the computation of the Fisher matrix (7), we
evaluate the expected value over all contained ran-
dom variables, i.e. over x and s(c). For the purpose
of the computation we substitute the channel model
x :=exp(joa)sa + nexp(jep)sp + w and s(c) := sasp
(we drop the conjugation because sp is real valued)
into the gradient components (8), (9). Further we use
Ay := 4 — @p. After some manipulation we get (10),

(11).

2 2 A
Ha = —nsasp sin(Ap) + —25 [sA +nsge 1A¢
O-W O—W

: 2
+ we*WA] tanh | —R [sA(l +1%)
O-W

+ sBr](e_jA"’ + eiA“") +we A1 + nsAsBeiA‘p)] ,

(10)

2 . 2 ;
up = ——nsasp sin(Ap) + —nJ [sBe‘A‘P + 1S54
O—W O-W

) . 2
+we 45,556 tanh — R[sa(l+ %)
o

w
+ sgn(e1A¢ 4 &IA%) 4 weTea(1 + nsAsBejA‘p)] .

Y

Because a complex white Gaussian random variable w
is rotationally invariant, the distribution of its rotated

version w, i.e. w exp(—jpa), is identical to distribution
of w for an arbitrary fixed ¢4. In the computation of
(7), we can assign w’ := wexp(—jga) and evaluate the
expectation w.r.t. w’ instead of w. This means that the
Fisher matrix J = J(Ag,p4) is equal to J(Agp,0) for
every ¢4, i.e. it does not depend on ¢ 4.

. The CRLB is a periodic function of Ap with period r.

Clearly, it is periodic with the period 2. We just need
to show that J(Ap) = J(A¢ + 7). When substituting
Ag = Agp + m in the gradient components (10), (11),
we get exp[j(xA¢ + m)] = —exp[+jA¢]. Then we sub-
stitute s, := —sp. The distribution of s}, is identical to
the distribution of sz, hence J(Ap) = J(Ap + r). The
periodicity can be seen in Fig. 2.

. The CRLB of both ¢4 and ¢p for Ao = 0andn = 1is

infinite.

When Ap = 0 (i.e. w4 = ¢p) and n = 1, the gra-
dient component pp (11) is a multiple of ua (10):
up = uasasp. Then it can be shown (by Gaussian
elimination), that J is singular (12).

1 SAS

_ 2 ASB

relaf )

,Lt,24 1 1 sasg —1

SASB 0 SASB 0 1
1 SASB
SASB 1

o o ) V)
=E .
SASB 0 SASB SASBI

Its inverse does not exist, resp. in the limit, the elements
of J grow (in absolute value) to infinity (non-diagonal
elements can be negative).

12)

From Figs. 2, 3, 4 and 5 we can further see:

. the CRLB seems to be an even function of A¢,

. there are two main areas of A¢p:

(a) |A@ — k| is greater than cca. 0.157x [rad], k € Z.
(b) |Ap — kn| is lower than cca. 0.15x [rad], k € Z.

For case (a), the CRLB for channel A (crlb[¢a]) does
practically not depend on 7, the CRLB for channel B
(crlb[ppg]) decreases with increasing 7. For case (b),
the CRLB for channel A increases with increasing 1,
the CRLB for channel B stays larger than the CRLB for
channel A for corresponding 7.

. we can also notice that the peaks of the CRLB fade for

increasing SNR.
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Fig. 2. CRLB of the constant phase estimator for SNR = 2dB and
relative channel gains 7. Evaluated for ¢ 4 = /4 rad.
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Fig. 4. CRLB of the constant phase estimator for SNR = 6 dB and
relative channel gains 7. Evaluated for ¢ 4 = 7 /4 rad.

5. Considered Scenarios

The primary purpose of this article is to evaluate the
performance of the proposed estimator using an over-the-air
transmission and compare it with simulation results. For this
purpose, we considered multiple scenarios and assessed the
MSE of the phase estimates and BER of the hierarchical
message c for different values of SNR. Because the final goal
of the relay processing is an estimate of the hierarchical c,
the classical MSE of the form E[(¢ — $)?] is not suitable
because the many-to-one y function introduces a many to
one relationship between channel phase and observation. In
particular, it holds that [7]:

u(p,c) = u(p +[(2ky + D), (2ka + D], ¢), k1, k2 € Z. (13)
To account for this, we evaluate the MSE as

Ir(niknE[(g: — % + [k + Dy, (2ka + 1)n])2]. (14)

107 SNR = 2.00 dB

025 02 015 -01 -005 0 005 01 015 02
Ap =4 — ¢p [rad/n]

Fig. 3. CRLB of the constant phase estimator for SNR = 2dB and
relative channel gains 7. Evaluated for ¢ 4 = /4 rad.
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Fig. 5. CRLB of the constant phase estimator for SNR = 12 dB and
relative channel gains 7. Evaluated for ¢ 4 = /4 rad.

5.1 True Hierarchical Data-Aided Estimation

In the first setting, we let the estimator know the hierar-
chical target message c¢. This scenario should produce the best
result and set a performance limit, but can not be practically
implemented.

5.2 Hierarchical Data Estimated using Hard
Decision

This case resembles a practical implementation, where
the hierarchical target message is not available at the relay.
The phase estimator uses only an estimate €. In our case, we
used a hard decision

p(xn |cn=0)
o= 1 when IOg (m) > (15)
me 0 h 1 p(xnlcn=0) 0
when 10g —P(xn|Cn:]) < VL.



RADIOENGINEERING, VOL. 29, NO. 3, SEPTEMBER 2020

577

In our setting the values of ¢, are equiprobable, thus we have

plrald)ec Y

(ca,cB)x(ca,cp)=¢

p(xnlca,c)plca,cp)

(16)
« Y e (I - mleacn)l).

(ca.cB)x(ca,cp)=¢

For details see [1].

6. Over-the-Air Implementation

For evaluation of the estimator performance in a real-
world setting, we used three software-defined radios. Each
for one node SA, SB, and R. The particular type used in
our experiments was the Ettus Research N210 transceiver.
The experimental setting was made up of three stationary
antennas placed in a time-invariant office environment, ac-
cording to Fig. 6. For carrier frequency and symbol timing
synchronization, we employed the OctoClock clock distribu-
tion module. The parameter setup used for our transmissions
is summarized in Tab. 1. Because the estimator is unbiased,
the phase estimate MSE is equal to the estimate variance.
In a real scenario, the variance would have to be estimated
using temporal averaging over an interval of constant channel
phase. In our experimental setup, the transceivers were syn-
chronized, and the environment assumed invariant such that
we were able to work directly with the true channel phase.
In the initial phase, we used one orthogonal pilot for each
link SA-R, SB-R, to estimate the constant channel coeffici-
ents h, hp. Then we modeled the variable phase <qu’", 90;3’ "
as a random walk process and embedded it artificially in the
generated signals such that

@n = [Lha+ ¢}y . Lhp + @3, ]. 17)

In Fig. 7, we see a typical realization of the generated phase.
For the initial phase channel parameter estimation, we used
a N, = 5x 10° symbols long random, noise-like pilot
sequence and employed a standard ML estimator

Lha = £(Xx,p),

[{x,p)|
ha| = ———, 18
[hal il (18)

0, = var(X — hap)

where p is the pilot and x the received signal. Similarly, for
hpg. To fit our channel model (1), where source SA is assumed
to have unit channel gain, we applied a suitable normalization.
Desired values of 7 and SNR of the normalized channel were
achieved by the appropriately setting of the transmit gains of
both sources SA and SB.

SA
2/
R
10 100 -
< e
N
SB
Fig. 6. Antenna arrangement.
Parameter Value
carrier frequency 2.4GHz
sampling frequency 10 MHz
modulation pulse RRC
roll-off factor 0.35
samples per symbol 8

Tab. 1. Settings used for over-the-air transmissions.

Generated phase for one frame

¢ [rad/x]

0 1 2 3 4 5 6 7
sample «104

Fig. 7. Example of generated phase time dependence.

7. Results

In this section, we present the results of simulations
using the channel according to (1) and real over-the-air
transmissions conducted as described in Sec. 6. In Fig. 8,
we present the evaluation of the MSE as elaborated in Sec. 5
for different values of SNR. For clarity, we plotted only the
phase ¢ 4. We see that the simulation matches well with the
experiment, however in contrast with the results of Sec. 4,
we get worse MSE values for higher values of 7. This beha-
vior can be explained based on the results of [7]. There was
shown that the estimator metric exhibits two maxima, one for
the expected channel phases and a second for their flipped
version. For small values of 7, the maximum corresponding
to the true channel phase has a larger value than the second
maximum. As, however, i approaches to 1, both maxima be-
come equally valued, and thus the estimator may converge to
the flipped phase vector. To disregard this behavior, we define
a modified MSE (denoted by a star) in such a way, that it is
immune to a possible phase flip. In Fig. 9, we run the same
simulations employing MSE* and see that the results agree
with Sec. 4. From [7], we also know, that for 7 approaching 1,
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the observations for the true phase and the flipped version get
similar and for = 1, we get

u(c, pa,¢B) = u(c, o, pa)- (19

In the BER evaluation in Fig. 12 we see, that those two effects
act counter each other, such that the resulting performance
in terms of BER follows the tendency that for higher n we
get better performance. Again, we see that the simulation and
real-world experiment match each other well. In Fig. 10 we
show the MSE* for both phases and n = 0.5. We see that
in accordance with Sec. 4, we get better performance for the
stronger signal in both the simulation and experiment. We
also evaluated the performance difference between the two
cases. One where we supplied correct hierarchical data to
the estimator and the second where we used hard-decision
estimates only. The results are presented in Fig. 11, which
shows that the aided case performs better, as anticipated. For
high SNR, however, both curves merge as the hard-decision
error probability drops.

Simulation and over-the-air MSE

10"
—&—experiment 7 = 0.7
—o—experiment n = 0.9
— ¢ —simulation n = 0.7
100 — © —simulation n = 0.9
)
s
S0y
=
%)
=
2 L
10 v9
O~6-
O~
®0~0-6- 600
10 -3 I I |
0 5 10 15 20
SNR [dB]

Fig. 8. Comparison of simulation and over-the-air experiment
in terms of MSE of ¢4 for different values of
n € {0.7,0.9}.

Simulation and over-the-air MSE*

10°
—&—experiment n = 0.7
—o—experiment n = 0.9
— & —simulation n = 0.7
10 0 — © —simulation n = 0.9

10-3 I
0 5 10 15 20

SNR [dB]
Fig. 9. Comparison of simulation and over-the-air experiment
in terms of MSE* of ¢4 for different values of
n € {0.7,0.9}. The modified MSE* resolves incorrect
flipping of ¢ A and ¢p.

Simulation and over-the-air MSE*, n=0.5

10
—&— experiment @y
—o— experiment @p
— & —simulation ¢4
10° — © —simulation ¢p
&)
5
=10
=
Z
=
2
10 53
~— & o4
#0900 6.45
10 -3 I I I
0 5 10 15 20

SNR [dB]

Fig. 10. Comparison of simulation and over-the-air experiment
in terms of MSE* of both ¢4, ¢ for 7 = 0.5.

10Qver-the-air MSE?*, true data and hard decision, n=0.5

—&— hard-decision
—o— true data
10°
107
1072
1073 , , ,
0 5 10 15 20
SNR [dB]
Fig. 11. Comparison of the MSE* performance of the over-the-
air experiment in the ture hierarchical data aided and
hard decision scenario for 7 = 0.5.
00 Comparison of simulation and over-the-air BER
experiment
— — —simulation
N\
\
\
102 1
10 3
108 N
n=09 17n=07 n=05
0 5 10 15 20
SNR [dB]

g. 12. Comparison of hard-decision BER evaluation for diffe-
rent values of 7 € {0.5,0.7,0.9}

F
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8. Conclusion

In the article we: 1) shortly extended the phase esti-
mation limits from [7] by exploring the CRLB of constant
phase estimator in an H-MAC channel. 2) The modification
of the constant phase estimator for the variable phase was
presented. 3) Performance of the variable phase estimator on
software radios in terms of modified MSE; with and without
the help of true H-data was shown.
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