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Abstract. In the high-speed mobile environment, chan-
nel state information (CSI) estimated at the beginning of the
packet is quite different at the last part because the actual
channel state changes with time. To overcome this problem,
a neural network (NN) based channel compensation method
was previously developed. Due to inaccurate channel esti-
mation of decision feedback channel estimation (DFCE), the
pilot-aided CSI of the first symbol and DFCE-aided CSIs in
the intermediate data part will cause inexact channel state
transition even though the application of NN. Accordingly,
the channel compensation performance is still degraded, es-
pecially in the last part of the packet. This paper proposes
a new version of GRNN based channel identification and
compensation method by introducing scattered pilot. It can
improve the tracking capability of GRNN thanks to densely
arranged pilot in the time-domain while it cannot reduce the
transmission efficiency. Simulation results show that the pro-
posed method is more effective than the conventional ones in
terms of RMSE and BER performance, even in the fast fading
environment.
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1. Introduction
With the rapid development of communication technol-

ogy and the spread of a large number of mobile communi-
cation terminals, security and certainty of wireless commu-
nication services have attracted extensive attention. These
are essential to achieve a reliable system for fifth genera-
tion (5G) mobile communication systems [1]. Packet based
transmission based on orthogonal frequency division mul-
tiple (OFDM) is employed for a large majority of modern
wireless communication systems such as long term evolution
(LTE) and Wi-Fi. The quality of channel state information
(CSI) directly impacts the performance of the entire system.

Pilot-assisted channel estimation (PCE) [2] is one of the CE
methods and is widely used. Meanwhile, this method cannot
fully compensate for the fluctuation of channel state, i.e. am-
plitude and phase, caused by temporal fading. Under the fast
fading environment, the channel state changes so rapidly that
the CSI estimated by the PCE especially in the last part of the
packet is largely different from the actual channel state. In
order to trace the channel state transition, several approaches
have been investigated. The periodic pilot-symbol-aided
(PSA) channel estimation [3] is one of them. It requires
a large complexity due to the detection methods. Earlier
work in [4], [5] conceived the scattered pilot for the fast fad-
ing channel compensation. Scattered pilot has a great effect
on fast fading channel. In the scattered pilot, the general
one-dimensional interpolation method is usually performed
in the frequency- or time-domains of the scattered pilot to
reduce the amount of computation. However, it is difficult
for the scattered pilot to interpolate in the deep faded channel,
especially in the frequency domain. Moreover, if the coher-
ence bandwidth is narrow relative to the interval of scattered
pilot, the impulse responses will overlap when viewed in
the time domain. To overcome these problems, a multilayer
feedforward neural network (MLFNN) based channel esti-
mation and compensation method was previously proposed
in [6], [7]. This method employs MLFNN to compensate the
channel variation through the generalization ability derived
from the nonlinear relationship between input and output, and
estimates the entire channel state transition. The MLFNN is
trained using partially obtained CSI by the PCE and the data-
aided decision feedback channel estimation (DFCE), where
the PCE pilots are inserted at the head of the packet and the
DFCE is applied to the middle part of the packet. The DFCE
directly estimates channel variation at any specific data sym-
bol using the difference between the received symbol and the
replica symbol, which is the multiplication of remodulated
symbol and CSI obtained by the PCE [8], [9]. However,
it causes the processing delay due to the huge computation
complexity imposed by the backpropagation (BP) training
for the weight of the neural network [7]. The genetic al-
gorithm [10], [11] and firefly algorithm (FFA) [12] can be
applied to optimize the weight of the NN. Although these
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approaches are reasonable to find an optimal solution, we
need to repeat the iterative learning process which causes
an unacceptable latency.

The improved version of this method was developed to
replace MLFNN with a generalized regression neural net-
work (GRNN) for NN part [13]. Due to its outperforming
generalization capability, GRNN based channel estimation
and compensation method can improve the transmission per-
formance with less computation load. However, NNs still
cannot estimate the accurate channel state transition due to
the low reliability of desired responses. Especially as one of
the desired responses, the estimated CSI by DFCE is some-
times incorrect due to decision errors when the channel state
transition has a sharp fluctuation even in the beginning part
of the packet.

In order to further improve the reliability of the desired
responseswithout increasing the number of pilot symbols, we
newly propose the modified version of GRNN based on the
channel estimation method that the structure of pilot sym-
bols is transformed and the CSI interpolated by DFCE in
the frequency-domain is used as the desired responses for
training. This method not only secures the resolution in the
frequency domain, but also improves the tracking capability
in the time-domain due to the scattered pilot. Since DFCE
only refers to the front and back pilot signals in the time do-
main, even if one-dimensional interpolation is performed at
the non-pilot position where data symbol is inserted, there is
no need to consider the pilot spacing in the frequency domain
and expands the scope of satisfying Nyquist sampling theo-
rem by two times. It can also do better interpolation for deep
fade than the general method [14], [15]. A key contribution
of this paper is to increase reliability of the desired responses
in NNs and to estimate the whole channel state transition ac-
curately with maintaining the same transmission efficiency
as well as computation complexity.

The rest of this paper is organized as follows. In Sec. 2,
we overview the system model. Sections 3 and 4 describe
the concept of DFCE and GRNN. Section 5 introduces the
conventional GRNN based channel estimation scheme. Sec-
tions 6 and 7 present the proposed scheme and its perfor-
mance through a computer simulation. Finally, Section 8
concludes this paper.

2. Channel Model
In this paper, we assume time varying multipath fading

channel which is expressed as,

ℎ(𝜏, 𝑡) =
𝐿−1∑︁
𝑙=0

ℎ𝑙 (𝑡)𝛿(𝜏 − 𝜏𝑙) (1)

where ℎ𝑙 denotes the complex channel coefficient and 𝛿 is the
Dirac’s delta function. 𝐿 and 𝜏𝑙 indicate the number of dis-
crete paths and the delay time, respectively. The normalized
path gain is assumed here as

∑𝐿−1
𝑙=0 E|ℎ2𝑙 | = 1, where E| · |

indicates the ensemble average operation. The frequency re-
sponse𝐻 ( 𝑓 , 𝑡) via Fourier transform of the temporal impulse
response can be obtained as,

𝐻 ( 𝑓 , 𝑡) =
∫ ∞

−∞
ℎ(𝜏, 𝑡) exp(−j2𝜋 𝑓 𝜏)d𝜏 (2)

=

𝐿−1∑︁
𝑙=0

ℎ𝑙 (𝑡) exp(−j2𝜋 𝑓 𝜏𝑙) (3)

where 𝑓 denotes the frequency. In a mobile communication
environment, the frequency response is generally fluctuating.
𝐿 > 1 provides frequency selective fading channel where
|𝐻 ( 𝑓 , 𝑡) | fluctuates in the transmission bandwidth [16], [17].

3. Decision Feedback Channel
Estimation (DFCE)
DFCE is one of the channel estimation methods, and it

uses the signals remodulated with DFCE and the reference
CSI obtained by the pilot symbols inserted to the first sym-
bol of the packet. The received signal of the 𝑘-th subcarrier
and the 𝑖-th symbol, 𝑌 (𝑘, 𝑖), is represented and the white
Gaussian noise 𝑁 (𝑘, 𝑖) is added as follows:

Y(𝑘, 𝑖) = H(𝑘, 𝑖) · X(𝑘, 𝑖) + N(𝑘, 𝑖). (4)

First, the decision result of the transmitted symbol
D′(𝑘, 𝑖) is multiplied by the channel H̃(𝑘) estimated from
the pilot symbol to create a received signal replicaYrep (𝑘, 𝑖).
The channel variations ΔH(𝑘, 𝑖) is obtained by dividing the
actual received signal Y(𝑘, 𝑖) by the received signal replica
Yrep (𝑘, 𝑖). Furthermore, this channel variations ΔH(𝑘, 𝑖) is
multiplied by the estimated channel H̃(𝑘, 𝑖) to obtain the ad-
justed channel Ȟ(𝑘, 𝑖). Finally, in order to reduce the noise
which may result in a slight decrease of demodulation ac-
curacy, the (𝑖 − 1, 𝑖, 𝑖 + 1)th symbols of adjacent adjusted
channel are also added and averaged together. Specifically,
it is expressed by the following equations from (5) to (8).

Yrep (𝑘, 𝑖) = H̃(𝑘)D′(𝑘), (5)

ΔH(𝑘, 𝑖) = Y(𝑘, 𝑖)
Yrep (𝑘, 𝑖)

, (6)

Ȟ(𝑘, 𝑖) = ΔH(𝑘, 𝑖) · H̃(𝑘), (7)

Ĥ(𝑘, 𝑖) =
∑𝑖+1
𝑗=𝑖−1 Ȟ(𝑘, 𝑗)
3

. (8)

However, decision errors are inevitable in this scheme
resulting in inaccurate CSI estimation, especially under a fast
fading environment where the channel variation from the
front CSI given by PCE to the channel state in the last part of
the packet is quite huge. Thus, applying DFCE to obtain the
estimated CSI cannot improve compensation performance,
especially in the last part of the packet.
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4. Generalized Regression Neural
Network (GRNN)
GRNN was proposed by Donald Specht in 1991, which

evaluates the probability density function to solve the nonlin-
ear approximation problem [18]. GRNN has excellent per-
formances in both robust function approximation ability and
learning speed. This is because it can provide convergence
to the optimal regression surface rapidly by using a proba-
bility distribution, even though the sparse training samples
included inaccurate responses [19]. Besides, GRNN directly
sets weight value to training samples regarded as the expected
value of response, instead of iterative learning to adjust the
optimal value of the weight value [20–22].

As shown in Fig. 1, the GRNN is a parallel four-layer
structure: input layer, pattern layer, summation layer, and
output layer. The description of calculation flow is given as
follows: the input neurons of input layer receives the input
vector x = [𝑥1, 𝑥2, . . . , 𝑥𝑛]. Then, the input neurons send
these data to the pattern layer, which can realize the nonlin-
ear transformation from the input space to the pattern space.
The output of the 𝑖-th neuron in the pattern layer is expressed
as

𝜙𝑖 (x) = exp
(
− ∥x − 𝑐𝑖 ∥2

2𝑟2

)
(9)

where 𝑟 denotes the radius of the radial basis function (RBF)
and 𝑐𝑖 is a training input vector(1 ≤ 𝑖 ≤ 𝑝). 𝑝 presents
the number of training sets. 𝑟 determines the generalization
capability of the GRNN by controlling the degree of smooth-
ness. When 𝑟 is large, the ability to approximate dispersed
training samples decreases due to smoother transitions. In
contrast, when 𝑟 becomes very small, the regression curve
will change rapidly, causing a decrease in prediction ability.

The summation layer has two summations, called the
simple summation 𝑆s and the weighted summation 𝑆w, re-
spectively. 𝑆s computes the arithmetic sum of the pattern
layer outputs, expressed as

𝑆s =

𝑝∑︁
𝑖=1

𝜙𝑖 (x). (10)

The 𝑘-th weighted summation 𝑆w computes the
weighted sum of the pattern layer outputs, expressed as

𝑆w𝑘 =

𝑝∑︁
𝑖=1

𝑦𝑖𝜙𝑖 (x). (11)

where 𝑦𝑖 is interconnection weight in the 𝑖-th desired re-
sponse.

After that, the output of the 𝑘-th output neuron in the
GRNN model is calculated as follows by using (10) and
(11) and represented as a weighted average of the desired
responses.

�̂�𝑘 = 𝑆w𝑘/𝑆s. (12)

Fig. 1. Architecture of GRNN.

In addition, we compare the difference between
MLFNN and GRNN. The MLFNN [7], [10–12] has to renew
parameters iteratively in BP training until any training param-
eter reaches the target value. From this reason, the iterative
process makes the computational complexity enormous and
results in processing delay. In particular, the simulation re-
sults in paper [7] [13] have proved that the BP neural network
needs to optimize several parameters by iteration to achieve
the optimization of BER characteristics. In order to eliminate
the iterative training process without imparing the general-
ization capability, we previously proposed the improving NN
approach which employs GRNN for the NN part [13]. Differ-
ent from the MLFNN back-propagation training that needs
iterative weight update process, the desired response 𝑦𝑖 of the
training sets in the GRNN can be exploited for the weights
directly like (11). Therefore its learning time can be reduced
significantly.

To support this claim, we measured the calculation time
from training to predict the channel state by MLFNN and
GRNN inMATLAB. The channel estimationmethod is intro-
duced in detail in the next section. Computation environment
is Intel Core i5-CPU and 8GB RAM. The running time for
GRNN is 5.912ms, whereas that for MLFNN is 483.626ms.
As a result, GRNN can drastically reduce the calculation de-
lay and it could fall within a feasible execution time with the
hardware implementation. Our research focuses on execu-
tion time, and the conventionalMLFNN cannot be applicable
for the practical use due to its large amount of computation
time. The main objective of this study is to provide a quanti-
tative comparison between the pilot subcarrier interpolation
methods based on GRNN aided channel state tracking.

5. Conventional GRNN Based
Channel Estimation
Since the reliability of DFCE in the last part of the

packet is low, the conventional GRNN based channel estima-
tion is exploited to improve this problem [13]. This method
only uses the CSIs partially obtained by the pilots inserted at
the first symbol of the packet and that by DFCE in the in-
termediate data part of the packet, to employ the GRNN for
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channel identification and compensation. The pilot pattern
of the conventional method is shown in Fig. 2. Because of the
nonlinear generalization capabilities, GRNN can be trained
by only a few estimated CSIs to accurately trace the whole
CSI transition. In addition, this approach unnecessitates to
repeat the iterative learning process.

Figure 3 presents the block diagram of channel estima-
tion based on GRNN when the number of symbols is 𝑁𝑡 and
the number of subcarriers is 𝑁 𝑓 . GRNN can predict an arbi-
trary function which has the relationship between the input
vector and the desired responses by the training. Here, we
set time-domain symbol indices [1, 2, . . . , 𝑁𝑡 ] as the input
and frequency-domain channel responses Hout are set as the
GRNN output. During the GRNN training as a regression
function, indices [1, 𝑠] are set as the training inputs where
𝑠 denotes the arbitrary symbol index. The 1st desired re-
sponse and the 2th one are set as CSIs estimated by PCE for
the 1st symbol and by DFCE for the 𝑠-th symbol, respec-
tively. In addition, the training inputs are the center of each
RBF in the pattern layer. The desired responses are to be
the weight of weighted summation directly in the summation
layer. As a result, it does not need to learn to adjust the
weights like MLFNN which must repeat the iterative learn-
ing process. Moreover, although the CSI contains real and
imaginary parts, the desired responses can be directly set as
the weight of complex value in (11), without being divided
into two parts for the desired responses such as MLFNN.

In the prediction phase, the vector composing of indices
for the whole symbols [1, 2, . . . , 𝑁𝑡 ] are input to GRNN.
Each output of GRNN (𝑚 = 1, 2, . . . , 𝑁 𝑓 ) corresponds to the
𝑚-th subcarrier’s CSI which is the complex value. Therefore,
all of outputs of GRNN can present the whole channel state
transition as follows,

Hout =


ℎout (1, 1) · · · ℎout (1, 𝑁𝑡 )

...
. . .

...

ℎout (𝑁 𝑓 , 1) · · · ℎout (𝑁 𝑓 , 𝑁𝑡 )

 . (13)

However, under the fast fading environment, the channel state
transition even in the beginning part is rapid so that theCSI es-
timated by onlyDFCEmay also be inaccurate even ifDFCE is
conducted in the beginning part of the packet. Furthermore,
GRNN trained by this inaccurate information as the desired
responses cannot correctly compensate for the channel vari-
ation especially in the last part of the packet. Therefore, any
method is needed for enhancing the reliability of desired re-
sponses and further improving the performance of channel
compensation. Different from the conventional method that
the CSIs in the 𝑠-th symbol are all estimated by DFCE, we
introduce the following proposed method in the pilot pattern
of Fig. 4.

Fig. 2. Conventional pilot pattern.

GRNN

[1,s]

[1,2,…,Nt]

Supervised signal: 

Desired channel
[PCE,DFCE]

1

2

Nf-1

Nf

Hout

Fig. 3. Block diagram of channel estimation based on GRNN.

Fig. 4. Scattered pilot pattern.

6. Proposed System
In order to improve the reliability of the desired re-

sponses for the time variation, we incorporate the scattered
pilot into the GRNN based channel identification and com-
pensation. The conventional GRNN based channel estima-
tion used only two spare training sets to estimate the whole
transition of channel state because of the generalization abil-
ity of GRNN. Therefore, a modified scheme is proposed for
the training set.
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6.1 Scattered Pilot
In order to have an excellent ability to follow time fluc-

tuations, the scattered pilot shown in Fig. 4 is employed.
Different from the conventional method that the pilots are
inserted at the head of the packet, the proposed scattered
pilot is that the pilots are distributed in the front and first
half of the packets. In other words, the pilots are inserted
into every other subcarrier in the 1st and the 𝑠-th symbols.
Since the same number of pilots as the conventional method
is used, this scattered pilot pattern can maintain the signal
transmission efficiency. In addition, since half of the pilots
are shifted from the first symbol to the 𝑠-th symbol as the
second desired response, it can not only ensure the resolution
in the frequency domain, but also raise the stability of the
desired response required for GRNN, which is superior to
track the channel changes over time.

6.2 DFCE in the Scattered Pilot
DFCE implemented in the scattered pilot is different

from the pilots set at the head of packet structure. At the 1st
or the 𝑠-th symbols, the 𝑚-th null pilots (𝑚 = 1, . . . , 𝑁 𝑓 /2)
is interpolated by the DFCE which makes the decision from
the channel H̃P (𝑚) obtained by 𝑚-th pilot signals at the 𝑠-th
symbol or 1st symbol, respectively. Equations (5) and (7) are
changed as follows and the process is shown in Fig. 5.

Yrep (𝑘, 𝑖) = H̃P (𝑚, 𝑜)D′(𝑘, 𝑖), (14)
Ȟ(𝑘, 𝑖) = ΔH(𝑘, 𝑖) · H̃P (𝑚, 𝑜) (15)

where 𝑜 = 1 or 𝑜 = 𝑠, 𝑘 = 2𝑚 − 1 or 𝑘 = 2𝑚.

6.3 The Improved Version of GRNN Based
Channel Identification and Compensation
Method
The proposed scheme then employs GRNN to com-

pensate channel transition using the scattered pilot. In our
proposal, the pilot symbol is inserted to the 1st and the 𝑠-th
symbol as shown in Fig. 5. Thanks to the scattered pilot set
in the beginning part of the packet, we can diminish the influ-
ence of decision error by leveraging CSI of the 2nd desired
response corresponding to the 𝑠-th symbol. Due to the higher
reliability of desired symbols, GRNN estimates whole chan-
nel state transitions more precisely than the previous scheme.

Figure 6 represents the procedure of the proposed
scheme. These steps are similar to the conventional GRNN
method until GRNN training. After interpolation process, the
interpolated CSIs ĤSP which are set as the desired responses
are shown as

ĤSP (2𝑚 − 1, 1) = H̃P (𝑚, 1), (16)
ĤSP (2𝑚, 1) = Ĥ(2𝑚, 1), (17)
ĤSP (2𝑚, 𝑠) = H̃P (𝑚, 𝑠), (18)

ĤSP (2𝑚 − 1, 𝑠) = Ĥ(2𝑚 − 1, 𝑠). (19)

Fig. 5. DFCE in the scattered pilot.

DFCE
Scattered pilot

Data symbol

1 s Time

DFCE

Training input

CSI
Q

I

Q

I Transmitted signal

Received signal

Fig. 6. The flow of channel estimation based on GRNN.

Then, [1, 𝑠] are defined as the training inputs. Lastly, just like
the conventional scheme, the vector composed of indices for
all data symbols are input to the GRNN. Thanks to improving
the reliability of the desired responses, GRNN outputs Hout
more accurately and we can use this information for channel
compensation.

6.4 Comparison of DFCE and General
Interpolation Method in the Scattered Pilot
Prior to employing GRNN to train, the general one-

dimensional interpolation in the frequency-domain could
also be used such as linear, spline and other interpolation
approaches [23]. The interpolated CSI is regarded as the
desired response of GRNN. If the CSI of the pilot signals in
the frequency domain is directly used for interpolation, the
Nyquist sampling theorem must be met as follows [24–26],

𝜏max · △𝐹 · 𝑁𝑖 ≤ 1 (20)

where 𝜏max is the maximummultipath delay time, △𝐹 is sub-
carrier spacing, 𝑁𝑖 is the interval of adjacent pilot in the
frequency-domain. For example, the Nyquist law is to keep
the impulse responses in the time domain without overlap-
ping as shown in Fig. 7(a). On the other hand, the excessive
pilot interval causes overlap of impulse responses, i.e. alias-
ing, as shown in Fig. 7(b) and it complicates interpolating
CSI for nullified subcarriers.
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Fig. 7. Time and frequency representations of channel.

For DFCE interpolation in the frequency domain, as
long as each subcarrier has a pilot in the frequency domain,
the range of Nyquist law is the same as the conventional
method of placing the pilot at the beginning of the packet
expressed as follows,

𝜏max · △𝐹 ≤ 1. (21)

This is because DFCE refers to the pilot information in the
front and back time directions and nomatter what the interval
𝑁𝑖 is. Accordingly, the CSI of the whole subcarriers can be
calculated by DFCE. For example, the pilots are distributed
as shown in Fig. 4. When the subcarriers of the frequency
domain without any pilots in the 𝑠-th symbol are interpo-
lated by the general one-dimensional interpolation method
like spline interpolation, the Nyquist theorem must be met as
follows and the spacing of the pilots in the frequency-domain
must be considered as follows,

𝜏max · △𝐹 ≤ 1
2

(22)

where the interval in the frequency domain is 𝑁𝑖 = 2. This
is because only the CSI of the pilot signal of the s-th sym-
bol is used for interpolation in the frequency domain. But
for DFCE, when the CSI of the pilot signal corresponding
to the first symbol is used to implement DFCE, the place
where there is no pilot in the 𝑠-th symbol is interpolated by
the DFCE as formulated in (14), (15) and (19). Accordingly,
the range of satisfying the Nyquist theorem is doubled like
(21). In other words, since the CSI of the pilots in the time-
domain is used to interpolate instead of using the CSI of the
adjacent pilot in the frequency-domain, only the subcarrier
spacing △𝐹 is considered, and there is no need to consider
the interval of pilots 𝑁𝑖 in the frequency domain.

7. Computer Simulation

7.1 Simulation Parameters
Table 1 summarizes the simulation parameters. The

simulations are performed using MATLAB R2018a, an In-
tel Core i5 CPU at 3.00GHz and 8GB of memory stor-
age. Transmission scheme is OFDM with 64 FFT points.

Parameters Values
Transmission scheme OFDM
Data modulation QPSK

FFT size, Number of carriers 𝑁 𝑓 = 64
Guard interval 16

Number of pilot symbols 𝑁𝑝 = 1
Number of data symbols 𝑁𝑡 = 20

Channel model 15 path Rayleigh fading, 1 dB decay
Max Doppler frequency 800Hz
Transmission bandwidth 20MHz

Forward error correction Convolutional code
(𝑅 = 1/2, 𝐾 = 7)

Function of pattern layer Gaussian

Tab. 1. Simulation Parameters.
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Fig. 8. Channel model.

The data stream is encoded by convolution codes (𝑅 =

1/2, 𝐾 = 7). 𝑁𝑝 and 𝑁𝑡 denote the number of pilot and data
symbols, respectively. The transmission bandwidth assumes
20MHz and the OFDM symbol duration is 4 μs, including
guard interval (GI), referred to the basicWi-Fi specifications.
The Jakes’ fading model is used to represent time-varying
channel. Suppose 15 multipaths, the average path gain of
each is attenuated by 1 dB as shown in Fig. 8. Here, multi-
path time-delay is 50 ns. The maximum Doppler frequency
is 800Hz, which can indicate a fast fading environment. The
scattered pilot structure assumed in the simulation is shown
in Fig. 5. The pilots are set in the odd subcarriers of the
first symbol and the even subcarriers of the 𝑠-th symbol,
respectively.

7.2 Simulation Results
As the preliminary evaluation, we compare the scat-

tered pilot method of DFCE with the general interpolation
method which performs low-complexity interpolation in the
frequency-domain. Here we use calculation time to compare
the computation complexity as summarized in Tab. 2. The
spline interpolation requires complex computation with all
reference values and thus it takes twice as much time to inter-
polate CSI in the frequency-domain than DFCE. Therefore,
DFCE-aided interpolation is computationally efficient.

Method Calculation time
Spline 0.905ms
DFCE 0.406ms

Tab. 2. Computation time comparison
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Rootmean square error (RMSE) is then used to compare
the interpolation accuracy with the CSI at the first symbol
of the packet. In Fig. 9, the lowest RMSE values are pre-
sented when the DFCE method is applied to interpolate the
CSI in the frequency domain. From this result, the DFCE
method has the best performance and can be introduced into
the desired response of GRNN in the proposed method.

Hereafter the optimum parameters for the conventional
and the proposed methods are examined for fair comparison.
Figure 10 presents the bit error rate (BER) versus radius of
RBF 𝑟 for the conventional method and the proposed method
atEb/N0 = 25 dBand 𝑠 = 10. When the radii ofRBF 𝑟 are 4.5
and 5, the conventional and the proposed methods show the
best BER performance, respectively. The above parameters
are used to verify the best parameters. Figure 11 presents the
BER performance comparison with the position of the sec-
ond scattered pilot at Eb/N0 = 25 dB. Both methods achieve

the best BER performance at 𝑠 = 10. From this result, we
apply parameters as 𝑠 = 10 and 𝑟 = 4.5 for the conventional
method, and 𝑠 = 10 and 𝑟 = 5 for the proposed method.

Figure 12 shows the BER performances of the DFCE
only, the conventional GRNN method and the proposed
method. The BER performance of the DFCE significantly
deteriorates because decision errors frequently happen in the
last part of the packet. Although the conventional GRNN
method can obtain more improved BER performance than
that of the DFCE only, the error floor appears at around
BER = 10−4. The proposed approach removes the error floor
and achieves the best BER performance below 10−5. Based
on this result, it was confirmed that the proposed method
could improve the reliability of the desired response derived
from the DFCE-aided interpolation of scattered pilot sym-
bols. Therefore, channel tracking performance with compen-
sation is greatly improved for all data symbols by GRNN, and
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the proposed system provides the superior channel tracking
capability. From the above, it is shown that theDFCEmethod
in the scattered pilot is quite effective under high mobility en-
vironment and has better performance than the conventional
GRNN method and the general interpolation method.

8. Conclusion
In this paper, we proposed the GRNN based channel

identification and compensation method using the scattered
pilot to improve the reliability of the desired response for
the GRNN. From the simulation results of the general low-
complexity interpolation method and the proposed method
comparisons, the proposed method is the most effective for
interpolating in the frequency domain of the scattered pilot
with lower computation complexity. Moreover, comparing
the proposed method with the conventional method, the pro-
posedmethod that changes the distribution of pilots can refine
the performance of the desired response without degrading
the transmission efficiency, thus improving thewhole channel
tracking performance of the GRNN. Through the computer
simulation, the proposed method has shown the best BER
performance compared with the DFCE only and the con-
ventional GRNN method even at 800 Hz maximum Doppler
frequency. Accordingly, we can conclude that the proposed
method greatly enhances the effect of channel compensation,
even in the high mobility environment.
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