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#### Abstract

The Automatic Modulation Classification (AMC) performance depends on the selected features. Conventionally, Higher-Order Cumulants (HOCs) are the wellknown features due to their discrimination ability under different channel conditions. HOCs have good performance under the Additive white Gaussian noise (AWGN) channel, but their performance degrades under fading channel. This paper proposes an Advanced Features Generation Algorithm (AFGA) that generates mathematical forms of new features based on the maximum discrimination between the digital modulation types to overcome this performance limitation. These features have similar complexity to HOCs but better performance accuracy. The simulation results show that the proposed AFGA improves the performance accuracy up to $4.5 \%$ for a Signal-to-noise ratio (SNR) value of 10 dB under fading channel conditions with respect to conventional methods.
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## 1. Introduction

Automatic Modulation Classification (AMC) is an important task in modern digital receivers. Two general types of AMC algorithms are Likelihood-Based (LB) and Feature-Based (FB) algorithms. Theoretically, LB algorithms have better performance than FB algorithms, but practically, FB algorithms were used due to their less computational complexity compared to LB.

Various studies were done to find good discriminative features for modulation classification like instantaneous, transformations, and Higher-Order Statistics [1-3]. Comparisons are made among them in [1, 3-5]. It was shown that HOCs have the greatest performance for classifying various digital modulation types under various channel characteristics, such as fading channels.

Various studies were done for AMC under fading
channel conditions using HOCs. In [6], the author shows that the performance accuracy of M-array Phase Shift Keying (MPSK) and M-array Quadrature Amplitude shift Modulation (MQAM) classification by using HOMs and HOCs is $84.37 \%$, for SNR value of 10 dB . In [7], the author shows that the performance accuracy of 4-AmplitudeShift Keying (4-ASK), 8-ASK, Binary Phase-Shift Keying (BPSK), Quadrature Phase-Shift Keying (QPSK), 8-PhaseShift Keying (8-PSK), 16-PSK, 16-Quadrature Amplitude Modulation (16-QAM), 32-QAM, and 64-QAM classification by using cyclic cumulants is $80 \%$, for SNR value of 10 dB .

The performance accuracy worsens as the SNR value drops, as illustrated in [6], [7]. As a result, alternative features that perform better than cumulants under fading channel circumstances must be discovered. Our study focuses on MPSK (BPSK, QPSK, 8PSK, and 16PSK) and MQAM (8QAM, 16QAM, 32QAM, and 64QAM) digital modulation types. Since the cumulants have the best performance, our simulation results show that $C_{40}, C_{61}$ and $C_{80}$ cumulants have the best performance accuracy for the selected modulations under fading channel conditions.

Based on this opinion, our study proposes an Advanced Features Generation Algorithm (AFGA) that generates the mathematical forms of three features alternatives to $C_{40}, C_{61}$ and $C_{80}$. Unlike the cumulants which have mathematical forms according to (2), the mathematical representations of the features are generated by AFGA using the maximum discrimination rule between the specified digital modulation types. As a result, they increase performance accuracy. To do this task, feature extraction and feature selection algorithms have been used. AGFA takes into account that the computational complexities of these new features are similar to the computational complexities of $C_{40}, C_{61}$ and $C_{80}$. The three generated features have better classification accuracy than $C_{40}, C_{61}$ and $C_{80}$. They could improve the performance accuracy up to $4.5 \%$ for SNR value of 10 dB with respect to conventional methods.

## 2. System Model

For eight selected digital modulation types in Sec. 1, the baseband waveform of the received signal under flat
fading conditions can be written as:

$$
\begin{equation*}
y_{j}(n)=h_{l} x_{j}(n)+g(n), j=1, \ldots, 8 \tag{1}
\end{equation*}
$$

where $x_{j}(n)$ is the transmitted symbol of the $j$ digital modulation type, $h_{l}$ is the complex fading coefficient of the channel and is considered as $h_{l} \in C N\left(0, \sigma_{\mathrm{h}}^{2}\right)$, and $g(n)$ is a complex AWGN and is considered as $g(n) \in C N\left(0, \sigma_{\mathrm{n}}^{2}\right)$. The general mathematical form of HOCs is[8]:

$$
\begin{equation*}
C_{p q}=\operatorname{Cum}\left[s_{1}, \ldots, s_{p-q}, s_{p-q+1}^{*}, \ldots, s_{p}^{*}\right] \tag{2}
\end{equation*}
$$

where * denotes the complex conjugate, $p$ is the order of the cumulant and $q$ is the complex conjugate order of the cumulant and the Cum function is defined as [13]:

$$
\begin{equation*}
\operatorname{Cum}\left[s_{1}, \ldots, s_{n}\right]=\sum_{\forall v}(-1)^{q-1}(q-1)!E\left[\prod_{j \in V_{1}} s_{j}\right] \ldots \ldots . E\left[\prod_{j \in V_{q}} s_{j}\right] \tag{3}
\end{equation*}
$$

where the summation is being performed on all partitions $V=\left(V_{1}, V_{2}, \ldots, V_{q}\right)$ for the set of indexes $(1,2, \ldots, n)$. According to (2) and (3), the mathematical forms of $C_{40}$, $C_{61}$ and $C_{80}$ are shown in Tab. 1 [9] where $M_{p q}=$ $E\left[y(k)^{p-q} y^{*}(k)^{q}\right]$ is the moment of the received signal $y(k)$, * denotes the complex conjugate, $p$ is the order of the moment, and $q$ is the complex conjugate order of the moment.

|  | $C_{40}=M_{40}-3 M_{20}^{2}$ |
| :---: | :---: |
|  | $C_{61}=M_{61}-5 M_{21} M_{40}-10 M_{20} M_{41}+30 M_{20}^{2} M_{21}$ |
|  | $C_{80}=M_{80}-35 M_{40}^{2}-28 M_{60} M_{20}+420 M_{20}^{2} M_{40}-630 M_{20}^{4}$ |

Tab. 1. Mathematical forms of the selected HOCs.

## 3. Optimization Problem Definition

By closely examining the mathematical forms of the chosen cumulants in Tab. 1, it is discovered that each cumulant is made up of a sum of terms, with each term being a multiplication of moments of various powers. It has the following general mathematical form:
$f_{L}=\sum_{i=1 . . U_{L}} \alpha_{L_{i}} M_{A_{L_{i}}, k_{L_{i}}}^{T A_{L_{i}}} \cdot M_{B_{L_{i}}, L_{i}}^{T B B_{i}} \ldots M_{C_{L_{i}} ; m_{L_{i}}}^{T C_{L_{i}}}$
$\alpha_{L_{i}}$ integers, $0<A_{L_{i}}, B_{L_{i}}, \ldots, C_{L_{i}} \leq L$ integers
$0 \leq k_{L_{i}} \leq A_{L_{i}}, 0 \leq l_{L_{i}} \leq B_{L_{i}}, . ., 0 \leq m_{L_{i}} \leq C_{L_{i}}$ integers
$T A_{L_{i}}, T B_{L_{i}}, \ldots, T C_{L_{i}} \geq 0$, integers
$T A_{L_{i}}+T B_{L_{i}}+. .+T C_{L_{i}} \leq \frac{L}{2}$
$L=4, L=6, L=8, U_{4}=2, U_{6}=4, U_{8}=5$
where $A_{L_{i}}, B_{L_{i}}, \ldots, C_{L_{i}}$ are the orders of moments, $k_{L_{i}}, l_{L_{i}}, \ldots$, $m_{L_{i}}$ are the orders of the conjugate of the moments, $T A_{L_{i}}$, $T B_{L_{i}}, \ldots, T C_{L_{i}}$ are the powers of the moments, and $U_{L}$ is the number of terms of the feature $f_{L}$. We suppose the all unknowns are:
$\zeta_{L}=\left\{\alpha_{L_{i}}, A_{L_{i}}, B_{L_{i}}, \ldots, C_{L_{i}}, k_{L_{i}}, l_{L_{i}},, m_{L_{i}}, T A_{L_{i}}, T B_{L_{i}},, T C_{L_{i}}, U_{L}\right\}$.
As an example, for $C_{40}$, we find that
$C_{40}=f_{4}=\sum_{i=1 . . T_{L}} \alpha_{L_{i}} M_{A_{L_{i}}, k_{L_{i}}}^{T A_{L_{i}}} \cdot M_{B_{L_{i}}, L_{i}}^{T B_{L_{i}}} \ldots . M_{C_{L_{i}}, m_{L_{i}}}^{T C_{L_{i}}}=M_{40}-3 M_{20}^{2}$
with its variables summarized in Tab. 2.

| $\alpha_{1}$ | $A_{1}$ | $k_{1}$ | $T A_{1}$ | $T B_{1}, \ldots, T C_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | 0 | 1 | 0 |
| $\alpha_{2}$ | $A_{2}$ | $k_{2}$ | $T A_{2}$ | $T B_{2}, \ldots, T C_{2}$ |
| -3 | 2 | 0 | 2 | 0 |

Tab. 2. Disassembly of $C_{40}$ according to (4).
Hence, we define a mathematical optimization problem of finding new optimal mathematical forms of three features (4) $\left\{\hat{f}_{4}, \hat{f}_{6}, \hat{f}_{8}\right\}$, which are alternatives to $C_{40}, C_{61}$, $C_{80}$, based on maximum of the all minimum discrimination measurements among selected digital modulations as shown in (5):

$$
\begin{align*}
& \left\{\hat{f}_{4}, \hat{f}_{6}, \hat{f}_{8}\right\}= \\
& \underset{i}{\operatorname{argmax}}\left\{\min \left\{\text { discrimination }\left\{\left(f_{4, i}, f_{6, i}, f_{8, i}\right)_{j, j=1}^{z}\right\}\right\}\right\} \tag{5}
\end{align*}
$$

where $z$ is the number of classes, $i$ all possible solutions. The discrimination function in (5) is the summation of all the statistical distances (Mahalanobis distances (MD)) between each two different classes as shown in Sec. 4.3 (18). It contains square root function, the covariance matrices, and the means vectors of the classes, which they are calculated for the generated features (4):

$$
\begin{align*}
& \text { discrimination }\left\{\left(f_{4, i}, f_{6, i}, f_{8, i}\right)_{j, j=1}^{z}\right\}= \\
& {\left[\operatorname{MD}\left(\left(f_{4, i}, f_{6, i}, f_{8, i}\right)_{j},\left(f_{4, i}, f_{6, i}, f_{8, i}\right)_{k}\right)\right]_{\substack{j, k=1 \\
j \neq k}}^{z} .} \tag{6}
\end{align*}
$$

This makes it ultra-high complicated function. Optimization problem (5) means of calculating all optimum unknowns (4) for the three features as:

$$
\begin{align*}
& \left\{\hat{\zeta}_{4}, \hat{\zeta}_{6}, \hat{\zeta}_{8}\right\}= \\
& \underset{\zeta_{4, i}, \zeta_{6, i}, \zeta_{8, i}}{\operatorname{argmax}}\left\{\min \left\{\text { discrimination }\left\{\left(f_{4, i}, f_{6, i}, f_{8, i}\right)_{j, j=1}^{z}\right\}\right\}\right\} . \tag{7}
\end{align*}
$$

This issue is a nonconvex general optimization problem with an extremely sophisticated discriminating function and a large number of unknown parameters. There is no mathematical solution. It is unrealistic to search for the best features by testing all conceivable solutions since it takes a long period. To solve this optimization problem, we propose an Advanced Feature Generation Algorithm (AFGA) that finds these optimum values of the unknown's parameters of each feature in (4) in which maximizes the discrimination ability, and generates their mathematical forms.

## 4. Mathematical Concepts for Study

### 4.1 Features Selection Algorithms (FSA)

In classification problems, when the feature space dimension increases, computational complexity increases, too. To overcome this challenge, we must minimize the feature space dimension by picking the best discrimination features and rejecting the rest in such a manner that as much class discrimination as feasible is preserved. For this reason, Feature Selection Algorithms (FSA) were studied [10]. Using FSA, we speed up the learning process, reduce the storage size and improve the learning performance.

Filter methods in feature selection techniques [11] are independent of any learning and classification algorithms, computationally inexpensive, simple, and faster than the other techniques. Hence, these methods were focused on in our study. Filter methods evaluate the score of each feature according to its discrimination ability and choose the features which have the highest scores. Here we mention some of the important filter methods and their mathematical score form:

Fisher Score (FS) [12]: It is calculated as the ratio of between scatter $\left(\sum_{j=1}^{z} n_{j}\left(\mu_{x_{i}, j}-\mu_{x_{i}}\right)^{2}\right.$, where $z$ is the number of classes, $n_{j}$ is the dataset size of class $j, \mu_{x_{l}}$ is the total mean of the feature $f_{l}$, and $\mu_{x_{l} j}$ is the mean of the feature $f_{l}$ and class $j$ ), and within scatter ( $\sum_{j=1}^{2} n_{j} \sigma_{x_{i, j}}^{2}$, where $\sigma_{x_{k j} j}^{2}$ is the variance of feature $f_{l}$ and class $j$ ) as follows:

$$
\begin{equation*}
\operatorname{FS}\left(\boldsymbol{f}_{l}\right)=\frac{\sum_{j=1}^{z} n_{j}\left(\mu_{x_{i}, j}-\mu_{x_{l}}\right)^{2}}{\sum_{j=1}^{z} n_{j} \sigma_{x_{i}, j}^{2}}, 1 \leq l \leq d \tag{8}
\end{equation*}
$$

where $d$ is the number of features.
Relief-F (RF) [10, 13]: It is an iterative approach that estimates the score of each feature according to the differentiation of data samples which are near to each other. For each point $i$ of class $l$, i.e. $\boldsymbol{x}_{i, l}$, we define $N H(i)$ are the nearest data of $\boldsymbol{x}_{i}$ in the same class with size $h_{i}, N M(i, k)$ are the nearest data of $\boldsymbol{x}_{i}$ in class $k\left(k \neq k_{i}\right)$ with size $h_{i k}$ and probability $p(k)$. The Relief-F Score can be calculated as [10]:
$\operatorname{RF}\left(\boldsymbol{f}_{l}\right)=\frac{1}{u} \sum_{i=1}^{u}\binom{-\frac{1}{h_{i}} \sum_{x_{e}, N H(i)} \operatorname{dm}\left(\boldsymbol{x}_{i, l}, \boldsymbol{x}_{r, l}\right)}{+\sum_{k \neq k_{i}} \frac{1}{h_{i k}} \frac{p(k)}{1-p(k)} \sum_{x, \in N M(i, k)} \mathrm{dm}\left(\boldsymbol{x}_{i, l}, \boldsymbol{x}_{r, l}\right)}$
where dm is defined as [10]:

$$
\operatorname{dm}\left(\boldsymbol{x}_{i, l}, \boldsymbol{x}_{r, l}\right)=\left\{\begin{array}{l}
0 \text { if } \boldsymbol{x}_{i, l}=\boldsymbol{x}_{r, l}  \tag{10}\\
1 \text { if } \boldsymbol{x}_{i, l} \neq \boldsymbol{x}_{r, l}
\end{array}\right.
$$

and $u$ is data instances that are randomly selected among all $m$ instances.

Pearson Correlation Coefficient (PCC) [14]: It measures the similarity between data samples and its labels. PCC score can be calculated as:

$$
\begin{equation*}
\operatorname{PCC}\left(\boldsymbol{f}_{l}\right)=\left|\frac{\sum_{j=1}^{m}\left(x_{j, l}-\mu_{x_{i}}\right)\left(y_{j, l}-\mu_{y_{l}}\right)}{\sqrt{\sigma_{x_{i}}^{2} \sigma_{y_{l}}^{2}}}\right| \tag{11}
\end{equation*}
$$

where $\mu_{x_{l}}$ is the mean value of the feature $l$ and $\sigma_{x_{l}}^{2}$ its variance, and $\mu_{y_{l}}$ is the mean value of labels of feature $l$ and $\sigma_{y_{l}}^{2}$ its variance.

Laplacian Score (LS) [15]: It selects features which can better preserve the manifold structure of the data (which is a set of points, along with a set of neighborhoods for each point). For each $i$-th feature, LS score can be calculated as:

$$
\begin{equation*}
\operatorname{LS}\left(\boldsymbol{f}_{l}\right)=\frac{\tilde{\boldsymbol{f}}_{l}^{\mathrm{T}} \tilde{\boldsymbol{f}}_{l}}{\tilde{\boldsymbol{f}}_{l}^{\mathrm{T}} \mathbf{D} \tilde{\boldsymbol{f}}_{l}} \tag{12}
\end{equation*}
$$

where $\tilde{\boldsymbol{f}}_{l}=\boldsymbol{f}_{l}-\frac{\boldsymbol{f}_{l}^{\mathrm{T}} \mathbf{D} \mathbf{1}}{\mathbf{1}^{\mathrm{T}} \mathbf{D} \mathbf{1}} \mathbf{1}, \mathbf{D}=\operatorname{diag}(\mathbf{S} . \mathbf{1}), \mathrm{L}=\mathrm{D}-\mathrm{S}$, and
$[S]_{j k}=\left\{\begin{array}{cl}\mathrm{e}^{-\frac{\left\|x_{j}-x_{k}\right\|^{2}}{t}} ; & \text { if } x_{k} \text { is among } k \text { nearest neighbors of } x_{j} . \\ 0 & ;\end{array}\right.$
Term Variance (TV) [16]: It calculates the variance of each feature as:

$$
\begin{equation*}
\operatorname{TV}\left(\boldsymbol{f}_{l}\right)=\left(\boldsymbol{f}_{l}-\boldsymbol{\mu}_{l}\right)^{\mathrm{T}} *\left(\boldsymbol{f}_{l}-\boldsymbol{\mu}_{l}\right) \tag{13}
\end{equation*}
$$

### 4.2 Optimum Features Weights Calculation

The weights that optimize discrimination across classes are known as optimal weights. The projection vector that optimizes discrimination between various classes is calculated via Fisher Discriminant Analysis (FDA) [17], and the values of this vector represent the optimal weights of the related features. Suppose the input features of $p-$ instance of the $j$-class as $\boldsymbol{x}_{j, p}=\left\{x_{j, p, l}\right\}^{d}{ }_{l=1}$. By the assumption that $\boldsymbol{w}$ is the projection vector, the output feature can be calculated as:

$$
\begin{equation*}
\boldsymbol{x}_{j, p}^{\prime}=\boldsymbol{w}^{\mathrm{T}} \boldsymbol{x}_{j, p} . \tag{14}
\end{equation*}
$$

Fisher criterion function is defined as [17]:

$$
\begin{equation*}
J=\frac{\sum_{j=1}^{z}\left(\mu_{j}^{\prime}-\mu^{\prime}\right)^{2}}{\sum_{j=1}^{z} \sigma_{j}^{\prime 2}} \tag{15}
\end{equation*}
$$

where $\mu_{j}^{\prime}$ is the mean of the output feature of class $j, \mu^{\prime}$ is the total mean of the output features of all classes, and $\sigma_{j}^{2}$ is the variance of the output features of class $j$. By using (14), (15) can be written as[17]:

$$
\begin{equation*}
J=\frac{\boldsymbol{w}^{\mathrm{T}} \mathbf{S}_{B} \boldsymbol{w}}{\boldsymbol{w}^{\mathrm{T}} \mathbf{S}_{W} \boldsymbol{w}} \tag{16}
\end{equation*}
$$

where

$$
\mathbf{S}_{B}=\sum_{j=1}^{z}\left(\boldsymbol{\mu}_{j}-\boldsymbol{\mu}\right)\left(\boldsymbol{\mu}_{j}-\boldsymbol{\mu}\right)^{\mathrm{T}} \in \mathbb{R}^{d \times d},
$$

$\mathbf{S}_{W}=\sum_{j=1}^{z} \mathbf{S}_{j}=\sum_{j=1}^{z} \sum_{p=1}^{n_{j}}\left(\boldsymbol{x}_{j, p}-\boldsymbol{\mu}_{j}\right)\left(\boldsymbol{x}_{j, p}-\boldsymbol{\mu}_{j}\right)^{\mathrm{T}} \in \mathbb{R}^{d \times d}, \quad \boldsymbol{x}_{j, p} \quad$ is the $p$-instance of class $j, \boldsymbol{\mu}_{j}$ is the mean of features of class $j$, and $\boldsymbol{\mu}$ is the total mean. The problem here is to find the optimum projection vector $\boldsymbol{w}$ which maximizes Fisher criterion function (16). One of the solutions for this problem is using the Lagrange multiplier where the solution is [17]:

$$
\begin{equation*}
\boldsymbol{w}=\operatorname{eig}\left(\mathbf{S}_{W}^{-1} \mathbf{S}_{B}\right) . \tag{17}
\end{equation*}
$$

### 4.3 Statistical Distance Calculation

One of the main criterion to calculate the statistical distance between two multivariate random variables is Mahalanobis distance (MD) which is defined as [18]:

$$
\begin{equation*}
\operatorname{MD}\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)=\sqrt{\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)^{\mathrm{T}}\left(\mathbf{S}_{1}+\mathbf{S}_{2}\right)^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)} \in \mathbb{R} \tag{18}
\end{equation*}
$$

where $\boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2}$ are the means vectors of the first and the second random variables, and $\mathbf{S}_{1}, \mathbf{S}_{2}$ are their covariance's matrices, respectively. MD is used as a discrimination measurement between each two classes.

## 5. Advanced Features Generation Algorithm (AFGA)

The new features must have similar complexity to $C_{40}, C_{61}, C_{80}$ cumulants (have the same number of elements, terms, and maximum power of the $C_{40}, C_{61}, C_{80}$ ) as shown in Tab. 3.

| cum | Number <br> of <br> elements | Elements | Number <br> of <br> terms | Terms | Max <br> power |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{40}$ | 2 | $M_{20}, M_{40}$ | 2 | $M_{40}, M_{20}^{2}$ | 2 |
| $C_{61}$ | 5 | $M_{20}, M_{21}, M_{40}$, <br> $M_{41}, M_{61}$ | 4 | $M_{61}, M_{21} M_{40}$, <br> $M_{20} M_{41}, M_{20}^{2} M_{21}$ | 3 |
| $C_{80}$ | 4 | $M_{20}, M_{40}$, <br> $M_{80}, M_{60}$ | 5 | $M_{80}, M_{40}^{2}, M_{60} M_{20}$, | 4 |

Tab. 3. Disassembly of the selected HOCs.
To find three features alternative to $C_{40}, C_{61}, C_{80}$ cumulants, AFGA has four main steps:

1- Determine the most discriminative elements (moments) of each feature.

2- Determine the most discriminative terms based on the selected elements in the previous step.
3- Determine the most optimum weights of the selected terms in the previous step.
4- Extract the final mathematical form.
We apply these steps as the following:
First step: Selection of moments $M_{A_{4}, k_{L}}, M_{B_{L}, L_{L}}$ ,... $M_{C_{L}, m_{L_{H}}}$ in (4). In this step, we have to search about the most discriminative moments. To simplify the calculations, the absolute values of the moments can be used. They should have the same number of the elements of selected cumulants as follows:

- To find the elements of the first feature alternative to $C_{40}$, we have to search about the most two discriminative moments (according to Tab.3) within $M_{4}^{t h}=\left\{M_{20}, M_{21}, M_{22}, M_{40}, M_{41}, M_{42}, M_{43}, M_{44}\right\}$.
The vector of the selected moments is called $\boldsymbol{\chi}_{4}^{\prime}=\left\{m_{4,1}, m_{4,2}\right\}$ where $\boldsymbol{\chi}_{4}^{\prime} \in M_{4}^{\text {th }}$.
- To find the elements of the second feature alternative to $C_{61}$, we have to search about the most five discriminative moments (according to Tab. 3) within $M_{6}^{\text {th }}=$ $\left\{M_{20}, M_{21}, M_{22}, M_{40}, M_{41}, M_{42}, M_{43}, M_{44}, M_{60}, M_{61}, M_{62}, M_{63}\right\}$. The vector of the selected moments is called $\boldsymbol{\chi}_{6}^{\prime}=\left\{m_{6,1}, m_{6,2}, m_{6,3}, m_{6,4}, m_{6,5}\right\}$ where $\boldsymbol{\chi}_{6}^{\prime} \in M_{6}^{\text {th }}$.
- To find the elements of the third feature alternative to $C_{80}$, we have to search about the most four discriminative moments (according to Tab.3) within $M_{8}^{\text {th }}=\left\{M_{20}, M_{21}, M_{22}, M_{40}, M_{41}, M_{42}, M_{43}, M_{44}, M_{60}, M_{61}, M_{62}\right.$, $\left.M_{63}, M_{80}, M_{81}, M_{82}, M_{83}, M_{84}\right\}$. The vector of selected moments is called $\quad \boldsymbol{\chi}_{8}^{\prime}=\left\{m_{8,1}, m_{8,2}, m_{8,3}, m_{8,4}\right\} \quad$ where $\chi_{8}^{\prime} \in M_{8}^{\text {th }}$.

Searching about the most discriminative moments for each new feature is done by using feature selection algorithms (FSA) in Sec. 4.1 (FS, RF, PCC, LS, and TV) for the 8 selected digital modulation types in Sec. 1. First, we apply the five FSA-mentioned algorithms in Sec. 4.1 (FS, RF, PCC, LS, and TV) $\left(F S A_{k}, k=1 . .5\right)$ and select the moments that have the highest scores grouped in $\left(\chi_{L, F S A_{k}} \in M_{L}^{t h}, L=4,6,8, k=1, \ldots, 5\right)$. Then we choose the moments that have the maximum of the minimum Mahalanobis Distances (MD) (among the different digital modulation classes) among the different feature selection algorithms as:

$$
\begin{equation*}
\underset{L=4,6,8}{\boldsymbol{\chi}_{L}^{\prime}}=\underset{k=1, ., .5}{\operatorname{argmax}}\left(\min _{F S A_{k}}\left(\operatorname{MD}\left(\underset{i \neq j, \operatorname{classes}, i, j=1, . ., 8}{\boldsymbol{\chi}_{L, F S A_{k}, i}, \chi_{L, F S A_{k}, j}}\right)\right)\right) \tag{19}
\end{equation*}
$$

as shown in Fig. 1.


Fig. 1. Most discriminative moments/terms search algorithm.

Second step: Calculate the terms of the selected moments in the previous step $M_{A_{i}, k_{L_{i}}}^{T A_{L_{i}}} \cdot M_{B_{L_{i}}, L_{L_{i}}}^{T B_{L_{i}}} \ldots M_{C_{L_{i}}, m_{L_{i}}}^{T C_{L_{i}}}$ in (4). To do this step, first, we have to calculate all possible terms for the three alternative features according to its maximum power as shown in Tab. 3, and using the selected elements in previous step as:

- To find the terms of the first feature alternative to $C_{40}$, we have to calculate all terms of the form $T_{4}^{t h}=\left\{\prod_{0 \leq i, j \text { integers }} m_{4,1}^{i} m_{4<2}^{j}+j \leq 2\right\}$. Here we have 5 terms. Within these terms, we have to search about the most two discriminative terms ( $h=2$ ) (according to Tab. 3). The vector of the selected terms is $\boldsymbol{\chi}_{4}^{\prime \prime \prime}=\left\{t_{4,1}, t_{4,2}\right\}$ where $\chi_{4}^{\prime "} \in T_{4}^{t h}$.
- To find the terms of the second feature alternative to $C_{61}$, we have to calculate all terms of form $T_{6}^{t h}=\left\{\prod_{0 \leq i, j, k, k, t, t} m_{6,1}^{i} m_{6,2}^{j} m_{6,3}^{k} m_{6,4}^{l} m_{6,5}^{t}\right\}$. . Here we have 55 terms. Within these terms, we have to search about the most four discriminative terms $(h=4)$ (according to Tab. 3). The vector of the selected terms is $\boldsymbol{\chi}_{6}^{\prime \prime \prime}=\left\{t_{6,1}, t_{6,2}, t_{6,3}, t_{6,4}\right\}$ where $\chi_{6}^{\prime \prime \prime} \in T_{6}^{t h}$.
- To find the terms of the third feature alternative to $C_{80}$, we have to calculate all terms of the form $T_{8}^{t h}=\left\{\prod_{0 \leq i, j, k, l \text { integers }} m_{8,1}^{i} m_{8<i+j+k+\leq 4}^{j} m_{8,3}^{k} m_{8,4}^{l}\right\}$. Here we have 69 terms. Within these terms, we have to search about the most five discriminative terms ( $h=5$ ) (according to Tab.3). The vector of the selected terms is $\chi_{8}^{\prime \prime \prime}=\left\{t_{8,1}, t_{8,2}, t_{8,3}, t_{8,4}, t_{8,5}\right\}$ where $\chi_{8}^{\text {"' }} \in T_{8}^{\text {th }}$.

As previously, searching about the most discriminative terms for each new feature is done using
feature selection algorithms (FSA) in Sec. 4.1 (FS, RF, PCC, LS, and TV) as shown in Fig. 1. First, we apply the five FSA-mentioned algorithms in Sec. 4.1 (FS, RF, PCC, LS , and TV) $\left(F S A_{k}, k=1 . .5\right)$ and select the terms that have $h$ highest scores $\left(\chi_{L, F S A_{k}}^{\prime \prime} \in T_{L}^{t h}, L=4,6,8, k=1, . .5\right)$. Then, we choose the one that gives the maximum of minimum Mahalanobis Distances (MD) among the different FSA algorithms like (19):

$$
\begin{equation*}
\underset{L=4,6,8}{\chi_{L}^{\prime \prime \prime}}=\underset{k=1, \ldots 5}{\operatorname{argmax}}\left(\operatorname { m i n } _ { F S A _ { k } } \left(\operatorname { M D } \left(\chi_{i \neq j, \text { classes } i, j, j 1, \ldots, 8}^{\prime},\right.\right.\right. \tag{20}
\end{equation*}
$$

Third step: Calculate the optimum weights $\boldsymbol{w}_{L}=\left\{\alpha_{L_{i}}\right\}_{i=1}^{T_{L}}, L=4,6,8, \quad T_{4}=2, T_{6}=4, T_{8}=5 \quad$ of the selected terms in previous step for each new feature using (17). According to [17], $\left\|\boldsymbol{w}_{L}\right\|_{2}=1$, this means $-1<\alpha_{L_{i}}<1, \forall i$, to make it integer like cumulants as shown in Tab. 1, mathematical round operation is necessary as:

$$
\begin{equation*}
\boldsymbol{w}_{L}=\operatorname{round}\left(\boldsymbol{w}_{L} * \beta\right) \tag{21}
\end{equation*}
$$

where $\beta$ is any number under the condition of nonzero $\boldsymbol{w}_{L}$ elements (as a result of mathematical round operation).

Fourth step: Extract the mathematical form as:

$$
\begin{equation*}
\bar{f}_{L}=\boldsymbol{w}_{L}^{\mathrm{T}} \boldsymbol{\chi}_{L}^{\prime \prime \prime}, L=4,6,8 \tag{22}
\end{equation*}
$$

The flowchart of the proposed AFGA is shown in Fig. 2.

## 6. AFGA Implementation

AFGA algorithm generates new features according to the desired SNR region.

Table 4 shows the steps results of applying AFGA for high-SNR values as shown in Fig. 2 which are called here as features-group ( $\mathrm{FG}-\mathrm{I}$ ).


Fig. 2. Flowchart of AFGA.

|  | First feature | $\chi_{h 4}^{\prime}=\left[\left\|M_{40}\right\|,\left\|M_{44}\right\|\right]^{\mathrm{T}}$ |
| :---: | :---: | :---: |
|  | Second feature | $\chi_{h 6}^{\prime}=\left[\left\|M_{40}\right\|,\left\|M_{44}\right\|,\left\|M_{61}\right\|,\left\|M_{42}\right\|,\left\|M_{41}\right\|\right]^{\mathrm{T}}$ |
|  | Third feature | $\chi_{h 8}^{\prime}=\left[\left\|M_{84}\right\|,\left\|M_{83}\right\|,\left\|M_{82}\right\|,\left\|M_{80}\right\|\right]^{\mathrm{T}}$ |
|  | First feature | $\chi_{h 4}^{\prime \prime \prime}=\left[\left\|M_{40}\right\|,\left\|M_{44}\right\|\right]^{\mathrm{T}}$ |
|  | Second feature | $\chi_{h 6}^{\prime \prime \prime}=\left[\begin{array}{l}\left\|M_{40}\right\|\left\|M_{42}\right\|^{2},\left\|M_{44}\right\|\left\|M_{42}\right\|^{2},\left\|M_{40}\right\|\left\|M_{42}\right\| \\ ,\left\|M_{44}\right\|\left\|M_{42}\right\|\end{array}\right]^{\mathrm{T}}$ |
|  | Third feature | $\chi_{h 8}^{\prime \prime \prime}=\left[\begin{array}{l}\left\|M_{84}\right\|^{4},\left\|M_{84}\right\|^{3}\left\|M_{83}\right\|,\left\|M_{84}\right\|^{3}\left\|M_{82}\right\|, \\ \left\|M_{84}\right\|^{3}\left\|M_{80}\right\|,\left\|M_{84}\right\|^{2}\left\|M_{83}\right\|^{2}\end{array}\right]^{\mathrm{T}}$ |
|  | First feature | $\boldsymbol{w}_{h 4}=\left[\begin{array}{ll}7 & 7\end{array}\right]^{\mathrm{T}}$ |
|  | Second feature | $\boldsymbol{w}_{h 6}=\left[\begin{array}{llll}-3 & -3 & 6 & 6\end{array}\right]^{\text {T }}$ |
|  | Third feature | $\boldsymbol{w}_{h 8}=\left[\begin{array}{llllll}1 & -4 & 6 & -6 & 4\end{array}\right]^{\mathrm{T}}$ |
| $\begin{aligned} & \text { O} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | First feature | $\hat{f}_{4}=\boldsymbol{w}_{h 4}^{\mathrm{T}} \chi_{h 4}^{\prime \prime \prime}=7\left\|M_{40}\right\|+7\left\|M_{44}\right\|$ |
|  | Second feature | $\begin{aligned} & \hat{f}_{6}=\boldsymbol{w}_{h 6}^{\mathrm{T}} \chi_{h 6}^{\prime \prime \prime}=-3\left\|M_{40}\right\|\left\|M_{42}\right\|^{2}-3\left\|M_{44}\right\|\left\|M_{42}\right\|^{2} \\ & +6\left\|M_{40}\right\|\left\|M_{42}\right\|+6\left\|M_{44}\right\|\left\|M_{42}\right\| \end{aligned}$ |
|  | Third feature | $\begin{aligned} & \hat{f}_{8}=\boldsymbol{w}_{h 8}^{\mathrm{T}} \chi_{h 8}^{\prime \prime \prime}=\left\|M_{84}\right\|^{4}-4\left\|M_{84}\right\|^{3}\left\|M_{83}\right\|+6\left\|M_{84}\right\|^{3}\left\|M_{82}\right\| \\ & -6\left\|M_{84}\right\|^{3}\left\|M_{80}\right\|+4\left\|M_{84}\right\|^{2}\left\|M_{83}\right\|^{2} \end{aligned}$ |

Tab. 4. New generated features for high SNR values.
Table 5 shows the steps results of applying AFGA algorithm for all-SNR values as shown in Fig. 2 which are called here as features-group2 (FG-II).

When comparing Tabs. 4 and 5, it can be seen that FG-I and FG-II share the identical components, terms, and weights. This indicates that by substituting FG-II weights with their weights, the mathematical forms of high SNR (FG-I) may be deduced from the mathematical form of the general case (all SNR range, i.e. FG-II).

| 은 | First feature | $\chi_{t 4}^{\prime}=\left[\left\|M_{40}\right\|,\left\|M_{44}\right\|\right]^{\mathrm{T}}$ |
| :---: | :---: | :---: |
|  | Second feature | $\chi_{t 6}^{\prime}=\left[\left\|M_{40}\right\|,\left\|M_{44}\right\|,\left\|M_{61}\right\|,\left\|M_{42}\right\|,\left\|M_{41}\right\|\right]^{\mathrm{T}}$ |
|  | Third feature | $\chi_{t 8}^{\prime}=\left[\left\|M_{84}\right\|,\left\|M_{83}\right\|,\left\|M_{82}\right\|,\left\|M_{80}\right\|\right]^{\mathrm{T}}$ |
| $\begin{aligned} & \text { O} \\ & 0 \\ & \text { n } \\ & \text { U } \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | First feature | $\chi_{t 4}^{\prime \prime \prime}=\left[\left\|M_{40}\right\|,\left\|M_{44}\right\|\right]^{\mathrm{T}}$ |
|  | Second feature | $\chi_{t 6}^{\prime \prime \prime}=\left[\left\|M_{40}\right\|\left\|M_{42}\right\|^{2},\left\|M_{44}\right\|\left\|M_{42}\right\|^{2},\left\|M_{40}\right\|\left\|M_{42}\right\|,\left\|M_{44}\right\|\left\|M_{42}\right\|\right]^{\text {T }}$ |
|  | Third feature | $\chi_{\text {cis }}^{\prime \prime \prime}=\left[\begin{array}{l}\left\|M_{84}\right\|^{4},{ }^{4},\left\|M_{84}\right\|^{3}\left\|M_{83}\right\|,\left\|M_{84}\right\|^{3}\left\|M_{82}\right\|, \\ \left\|M_{84}\right\|^{3}\left\|M_{80}\right\|,\left\|M_{84}\right\|^{2}\left\|M_{83}\right\|^{2}\end{array}\right]^{\mathrm{T}}$ |
| $\begin{aligned} & \text { O} \\ & \text { O } \\ & \text { D } \\ & \text { B } \end{aligned}$ | First feature | $\boldsymbol{w}_{t 4}=\left[\begin{array}{ll}3 & 3\end{array}\right]^{\mathrm{T}}$ |
|  | Second feature | $\boldsymbol{w}_{t 6}=\left[\begin{array}{llll}-3 & -3 & 6 & 6\end{array}\right]^{\text {T }}$ |
|  | Third feature | $\mathbf{w}_{t 8}=\left[\begin{array}{llllll}1 & -4 & 4 & -3 & 3\end{array}\right]^{\mathrm{T}}$ |
|  | First feature | $\hat{f}_{4}=\boldsymbol{w}_{t 4}^{\mathrm{T}} \chi_{t 4}^{\prime \prime \prime}=3\left\|M_{40}\right\|+3\left\|M_{44}\right\|$ |
|  | Second feature | $\begin{aligned} & \hat{f}_{6}=\boldsymbol{w}_{t 6}^{\mathrm{T}} \chi_{t 6}^{\prime \prime \prime}=-3\left\|M_{40}\right\|\left\|M_{42}\right\|^{2}-3\left\|M_{44}\right\|\left\|M_{42}\right\|^{2} \\ & +6\left\|M_{40}\right\|\left\|M_{42}\right\|+6\left\|M_{44}\right\|\left\|M_{42}\right\| \end{aligned}$ |
|  | Third feature | $\begin{aligned} & \hat{f}_{8}=\boldsymbol{w}_{t 8}^{\mathrm{T}} \mathcal{\chi}_{t 8}^{\prime \prime \prime}=1\left\|M_{84}\right\|^{4}-4\left\|M_{84}\right\|^{3}\left\|M_{83}\right\|+4\left\|M_{84}\right\|^{3}\left\|M_{82}\right\| \\ & -3\left\|M_{84}\right\|^{3}\left\|M_{80}\right\|+3\left\|M_{84}\right\|^{2}\left\|M_{83}\right\|^{2} \end{aligned}$ |

Tab. 5. New generated features for all SNR values.

## 7. Performance Improvement of the New Features

The classification of chosen digital modulation types in Sec. 1 using the selected cumulants in Sec. 1 and the new generated alternatives features in Tabs. 4 and 5 is done. Performance accuracy and its improvement (subtract the first accuracy (using the selected cumulants) of the second accuracy (using the new features) are shown in Figs. 3 and 4.

As shown in Fig. 3, the new generated features could improve the performance accuracy up to $4.5 \%$ for SNR value of 10 dB . The improvement is in the case of SNR values of larger than 4 dB . No accuracy improvement is for SNR values larger than 16 dB because of the accuracy by using the selected cumulants and the new generated features is $100 \%$, as shown in Fig. 3.

Another comparison should be done with some references in Sec. 1. In [6], it was shown that average performance accuracy is $84.37 \%$, for SNR value of 10 dB . While our work shows that the performance accuracy using our new generated features is $98.78 \%$ as shown in Fig. 3. As a result, our improvement compared to [6] is $14.41 \%$. In [7], it has been shown that the performance accuracy is $80 \%$, for SNR value of 10 dB . As a result, our improvement compared to [7] is $18.78 \%$.


Fig. 3. Classification accuracy and improvements of the new features FG-I compared with the selected cumulants.


Fig. 4. Classification accuracy and improvements of the new features FG-II compared with the selected cumulants.

As shown in Fig. 4, the new generated features could improve the performance accuracy up to $3.428 \%$ for SNR value of 10 dB . Unlike the performance of the FG-I, it could improve the performance accuracy for all SNR values up to 16 dB .

## 8. Conclusion

New algorithm to generate more discriminative features than the cumulants, for MPSK and MQAM classification was proposed. Mathematical features forms have been generated. The new generated features could effectively improve the performance accuracy compared to the selected cumulants as summarized in Tab. 6.

AFGA is a very powerful algorithm and can be used for other classification tasks.

| New features | Improvement range | Maximum Improvement |
| :---: | :---: | :---: |
| FG-I | $5 \mathrm{~dB}-16 \mathrm{~dB}$ | $4.5 \%$ |
| FG-II | $0 \mathrm{~dB}-16 \mathrm{~dB}$ | $3.428 \%$ |

Tab. 6. Performance comparison between the new features.
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