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Abstract. This paper proposes a two-dimensional signal 
detection algorithm for low-frequency signal receiving 
using orthogonal magnetic antenna. According to the 
directional properties of a single antenna, the direction 
coefficient is introduced into the model. The algorithm 
based on Markov Chain Monte Carlo (MCMC) method can 
accurately estimate the direction coefficient and parame-
ters of the noise in order to perform signal detection. The 
results show that the proposed algorithm is less affected by 
the direction of arrival and performs better, in terms of bit 
error rate, than that based on one-dimensional model. This 
study provides a valuable reference to omni-directional 
receiving of signals in low-frequency communication. 

Keywords 
Orthogonal antenna, omni-directional receiving, 
parameters estimation, non-Gaussian noise  

1. Introduction 
In the very-low-frequency (VLF) and ultra-low-fre-

quency (ULF) communication, the noise shows obvious 
non-Gaussian characteristics due to the influence of atmos-
pheric noise [1–5]. The bit error rate (BER) will seriously 
be reduced for signal detection and decoding when a tradi-
tional matched filter method is used. It was demonstrated 
that the method of channel parameters estimation based on 
accurate estimation of the noise parameters is the most 
accurate. The α-stable distribution, mixed Gaussian distri-
bution or class B noise model are often used for the model-
ing of atmospheric noise. In addition, the nonlinear regres-
sion estimation, spectral estimation and Markov chain 
Monte Carlo (MCMC) algorithm can be used in parameters 
estimation of the noise model for signal detection and de-
coding [3], [5–9]. It is important to mention that on 
account of the long wavelength in VLF and ULF commu-
nication, magnetic antennas, that have small size but high 
receiving efficiency, are usually used as receiving antennas 
in practice [10–15]. However, the radiation pattern of 

a single magnetic antenna has blind frequency zones on the 
horizontal plane. Therefore, two antennas with orthogonal 
placement are usually used to form an omni-directional 
antenna for signal receiving [16–18]. There are two signals 
simultaneously received by the omni-directional antenna. 
In the study presented in [19–21], the stronger between the 
two signals can be selected for signal detection and decod-
ing. In another method, the two signals can be synthesized 
into one signal by pre-signal processing, and the synthe-
sized signal is then used for signal detection and decoding 
[19, 22, 23]. In the first method, only one signal is used 
and the signal strength may not necessarily be the maxi-
mum on account of the direction of arrival, which denotes 
a stronger signal but not the maximum signal-to-noise 
(SNR). In the second method, although the two signals are 
used, two noises are also synthesized, and the SNR of the 
synthesized signal containing noise also becomes worse. 
The BER of signal detection and decoding increases with 
the decrease of the SNR. Therefore, aiming at the charac-
teristics of low-frequency orthogonal antenna, this paper 
directly uses the information of the two noisy signals, and 
extends the signal detection and decoding method based on 
channel noise parameter estimation in order to improve the 
BER performance. 

2. The Omni-Directional Receiving 
Method of the Low-Frequency 
Orthogonal Antenna 
The magnetic antenna is made up by multi-turn coils 

winded ferrite core. The coordinate system is established 
as shown in Fig. 1. The central axis of the loop plane of the 
antenna coils is the z-axis. Since the low-frequency antenna 
is an electrical small antenna, the current I at any point on 
the antenna conductor is considered to be evenly distributed. 
At any point r in space, the calculation formula of the elec-
tric field intensity and magnetic induction intensity of the 
antenna is shown in (1) [24], [25], where m = I N

 A, N de-
notes the number of coil turns of the magnetic antenna and 
A denotes the cross-sectional area of the magnetic antenna. 
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Fig. 1. Spherical coordinate system of the magnetic antenna. 
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The radiated field of the magnetic antenna is a far 
field (lim βr ). EΦ and Bθ then play a dominant role: 
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Equation (2) shows that EΦ and Bθ are proportional to 
sinθ [11, 20, 25]. The normalized direction function is 
given by: 

    
 

 
max max

,,
, sin

,

Bf
F

f B

  
  

 
   . (3) 

Therefore, the radiation pattern of the magnetic an-
tenna along the plane of the z-axis has an "8" shape, and 
blind frequency zones appear along the plane of the x-axis 
of the antenna. In order to avoid the blind frequency zones 
of a single antenna, an omni-directional antenna composed 
of two magnetic antennas in cross is used (cf. Fig. 2). 

Direction of arrival

Antenna 1

Z

Z

θ θ 

θ 

Antenna 2  
Fig. 2. Schematic diagram of the signal receiving process 

using the orthogonal magnetic antenna. 

Assuming that the direction of arrival is θ, and the maxi-
mum received signal with θ = 0° for Antenna 1 and θ = 90° 
for Antenna 2 is Usin(Ωt), where Ω is the frequency of the 
signal, the signal received by Antenna 1 is then 
U1 = Usinθ sin(Ωt), and the signal received by Antenna 2 is 
U2 = Ucosθ sin(Ωt). Regardless of the value of θ, at least 
one of the antennas can be guaranteed to receive the signal. 

Two traditional signal detecting and decoding meth-
ods exist. The first one consists in selecting the antenna 
which has the stronger signal, as shown in Fig. 3(a). In the 
second method, one signal with its phase shifted by π/2 is 
added to another, and the synthesized signal is then used 
for signal detecting and decoding, as shown in Fig. 3(b). 
The synthesized signal has nothing to do with the direction 
of arrival, which means the direction pattern on the horizon-
tal plane has an "○" shape. As previously mentioned, the 
first method only uses one signal between the two antennas. 
Thus, it cannot be guaranteed that it is always the maxi-
mum when the direction of arrival changes. The second 
method uses the signals of two antennas, and the synthe-
sized signal is always the maximum. However, because the 
pattern direction of the synthesized signal has an "○" shape, 
the received noise is π/2 times that of a single antenna. 

For these two methods of signal detection and 
decoding, the received signal model can be expressed as a 
one-dimensional sequence of signal and noise: 

 ,  1,2, ,i i i i N   X S N . (4) 

There is no difference in signal detection and decod-
ing between the two methods. However, they have a differ-
ent BER performance leading to different SNR. These two 
methods are denoted by Algorithm 2 and Algorithm 3 in 
the comparison presented in the sequel. In this paper, 
a two-dimensional signal detection and decoding model 
(denoted by Algorithm 1) is proposed, in which the infor-
mation of both signals are directly used. The schematic 
diagram of the proposed method is shown in Fig. 3(c). 
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Fig. 3. Schematic diagram of signal detection and decoding 
for the orthogonal magnetic antenna. 
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3. Two-Dimensional Signal Detection 
and Decoding Model 
A two-dimensional signal detection and decoding 

model is developed (cf. (5)). The following general assump-
tions are made: the signal detection or decoding is made on 
the baseband, and the code elements of the baseband signal 
are binary. Due to the fact that the communication rate is 
low in low-frequency communication, each symbol will be 
over-sampled. Since each antenna is directional, the two-
dimensional signal detection and decoding model of the 
orthogonal antenna is established by introducing an extra 
direction coefficient vector f(θ). 

    ,  1,2, ,i i i i N    X f S N   (5) 

where Si represents the noiseless signals, Ni denotes the 
additive and two-dimensional noise sequence, and Xi 
represents the received noisy signals.  

Assuming that the over-sampling rate of each symbol 
is M, which indicates that each symbol will be sampled  
M times, then Si = [si1,…,siM], Xi = [xi1,…,xiM], 
Ni = [ni1,…,niM], sij  {1,–1}, i = 1,…,N, j = 1,…,M, 
xij = [x1

ij; x
2
ij]

T are the signals received by the two antennas, 
respectively. nij = [n1

ij; n
2
ij]

T are the noises received by the 
two antennas, respectively. The vector function f:   2 

is [sinθ; cosθ]T, such that θ  [0, π/2], which denotes the 
direction coefficients of the two antennas. 

In the VLF and ULF bands, a two-dimensional non-
Gaussian noise model is used: 

  
dist

1

= ,  
k

ij l l
l

N

n 0 Σ   (6) 

where 
dist

=  represents the same distribution, N(0, Σl) denotes 
the lst two-dimensional Gaussian distribution with a mean 
of 0 and a covariance matrix Σl, Σl = [σ1

2, ρσ1σ2; ρσ2σ1; σ2
2], 

ρ denotes the correlation coefficient of the received noise 
of the two magnetic antennas, and ωl is the weight of the lst 

two-dimensional Gaussian distribution satisfying 1

1
k

l
l





. 

For the noise sequence {nij}, the index variable 
T = {tij} is introduced to sort nij. When nij belongs to the lst 
two-dimensional Gaussian distribution, the value of tij is 
equal to l, and tij satisfies: 

 ( )  ,  1,2, ,ij lp t l l k    . (7) 

According to (6) and (7), the equivalent expression of 
the noise sequence can be derived: 

  ,  , =  ij l ijN t ln 0 Σ . (8) 

Therefore, according to (5) and (8), the two-dimen-
sional signal detection and decoding model can be finally 
expressed as: 

  ( , ) ,  ij ij l ijN s t l  x f Σ . (9) 

4. MCMC Signal Detection Algorithm 
Based on the Bayesian theory, the unknown parame-

ters can be accurately estimated using an MCMC algorithm 
according to the posterior distribution, which can be de-
rived from the current information and the prior distribu-
tion [7, 8, 26]. In the signal detection model, X is the re-
ceived signal considered as the known current information. 
{f(θ), Σl, ω, T, S} are the parameters that need to be esti-
mated. The posterior distribution of {f(θ), Σl, ω, T, S} 
satisfies: 
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f Σ ω T S X X f Σ ω T S

f Σ ω T S
 (10) 

When selecting the prior distribution of each parame-
ter, the conjugate prior distribution should be selected as 
far as possible in order to ensure that the posterior distribu-
tion of the parameters belongs to the same distribution 
family as the prior distribution. Afterwards, by deriving the 
posterior distribution ahead of schedule, the implementation 
of the MCMC algorithm will have a concise form and 
higher efficiency. The conjugate prior distributions of each 
parameter are shown in Tab. 1. 

 
 

Parameter 
Conjugate prior 

distribution 
Denotes 

 f Two-dimensional Gaussian 
distribution 

  ( , )Nf μ Ψ

lΣ Inverse Wishart distribution 1 1( , )l l lW m Σ Λ
ω Dirichlet distribution ( , , )D   ω 

Tab. 1.  Conjugate prior distributions of the parameters. 

 

In a time window, the two-dimensional signal received by an orthogo-

nal antenna is X . 

1. Setting prior information： , , , , ,
l l

m b μ Ψ Λ  

2. Initializing parameters ： ,
l

a Σ S ω T, , ,  

3. for 1 :c z  do 

4. Draw a new sample and update T  from posterior distribution of T  

5. Draw a new sample and update ω  from posterior distribution of ω  

6. Draw a new sample and update  f  from posterior distribution 

of  f   

7. Draw a new sample and update lΣ  from posterior distribution of lΣ  

8. Draw a new sample and update S  from posterior distribution of S  

9. end for 

10. Parameters estimation：calculate the means of obtained sample 

  , , ,
l

f Σ ω T respectively from 'c Z ① to c Z as the 

estimations of   , , ,
l

f Σ ω T  

11. Signal detection and decoding: calculate the probability of the 

signal as 1 and –1 according to the estimations of parameters and 

X , and judge by the Gibbs sampler 
①Iterations when all parameters are convergent 

Fig. 4.  Signal detection and decoding algorithm. 
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For Si, if every symbol occurs with equal probability, 
its prior distribution is given by: 
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where , , , , ,l lm bμ Ψ Λ  are prior information.  

If   , lΕ f Σ  and the parameters in E are 

denoted by  , , ,l lmφ μ Ψ Λ , then equation (10) can be 

extended as: 
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The signal detection and decoding algorithm is 
detailed in Fig. 4. 

In the iterations, the parameters are drawn and 
updated as follows: 

(1) Draw a new sample and update index variable T: 

The posterior distribution of tij is given by: 

  ( ) ( ; , )ij l ij ij lP t l N s     x f Σ . (13) 

The posterior probability can be first calculated by 
(13), then tij can be updated by the Gibbs sampler, which 
determines the located range of P(tij = l…) according to 
a random number generated from the uniform distribution 
of U(0,1). The number of tij = l can then be counted as nl. 

(2) Draw a new sample and update parameter ω: 

The posterior probability distribution of ω is a new 
Dirichlet distribution: 

 1 2( , , , )lD n n n         ω   (14) 

where nl is the number of measurements which belongs to 
the two-dimensional Gaussian distribution N(0, Σl), and ω 
can be updated by the Gibbs sampler, in which a random 
number is generated from the Dirichlet distribution with 
the form expressed in (14) . 

(3) Draw a new sample and update parameter f(θ): 

The posterior probability distribution of f(θ) is a new 
two-dimensional Gaussian distribution: 

   ( , )N  f Η Κ  (15) 

where: 

 1 1
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According to Gibbs sampler, f(θ) can be sampled and 
updated from the new two-dimensional Gaussian distribu-
tion with the form expressed in (15). 

(4) Draw a new sample and update parameter Σl: 

The posterior probability distribution of f(θ) is a new 
inverse Wishart distribution: 

  2 1  ,l l lW m n      Α  (18) 

where: 

   T 1

1 1,

= tr
ij

N M

i j t l



  

 Α P P Λ , (19) 

  ij ijs  P x f .  (20) 

According to Gibbs sampler, Σl can be sampled and 
updated from the new inverse Wishart distribution with the 
form expressed in (18). 

(5) Make judge and update Si:  

The posterior probability distribution of Si is given 
by: 

     1
1, 2

1
( ) exp ( )

2ij

M

i i
j t l

l

P P
 

       S 1 G S 1
Σ

, (21) 

  1
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2ij

M

i i
j t l

l
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 

     S 1 G S 1
Σ

 (22) 

where: 

 1,1, ,1  1  is a 1 M  sequence, T 1
2 2 2l

 G B Σ B , 

 1 ij ijs  B x f , and  2 ij ijs  B x f .  

The posterior probability can be first calculated by 
(21) and (22). Si can then be judged and updated by the 
Gibbs sampler, which is determined by a random number 
generated from the uniform distribution of U(0,1).  

In order to test the performance of the algorithm, a test-
ing platform is built (cf. Fig. 5). The testing system mainly 
includes an omni-directional magnetic antenna, a pattern 
synthesis equipment, a multichannel receiver, a ESRP3 
EMI test receiver and a receiving terminal. The omni-
directional magnetic antenna is used to receive the VLF 
signal which is transmitted far from 25 km away. The two 
VLF signals are first processed by the pattern synthesis 
equipment that can output three kinds of signals: signal of 
Antenna 1, signal of Antenna 2 and signal with radiation 
pattern having an "○" shape. All the signals are downcon-
verted to baseband in the multichannel receiver, then 
stored, demodulated and decoded in the receiving terminal, 
in which the algorithms are embedded. In the test process, 
the direction of the omni-directional magnetic antenna is 
rotated on a horizontal plane in order to form different 
directions of arrival. The radiation power is adjusted to 
control different SNR, which can be simultaneously observed 
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Receiving 
terminal

ESRP3 EMI 
test receiver

Orthogonal 
magnetic antennas

Pattern synthesis 
equipment

Multichannel receiver  
Fig. 5. Orthogonal magnetic antennas receiving testing system. 

on the EMI test receiver. The packet data decoded in the 
receiving terminal is compared with the transmitted signal, 
and it is used for the BER analysis. 

5. Results and Analysis 

5.1 Noise Parameter Estimation 

In order to verify the applicability of the model, the 
proposed algorithm is first used to estimate the actual 
received noise of the two antennas. Very-low-frequency 
and ultra-low-frequency noise present obvious non-
Gaussian characteristics, as shown in Fig. 6. When k = 2 in 
the two-dimensional Gaussian mixture noise model, the 
noise parameters estimated by the proposed algorithm  

are  0.977; 0.023ω ,  
1

6.429 1.65;1.65 6.268Σ  and 

 
2

414.346 401.799; 401.799 580.689Σ .  

For the estimated noise parameters, Σ1 represents the 
Gaussian part with a large proportion in the noise. When 
the electrical parameters of the two antennas are mainly the 
same, the noise power of this part is also the same, and the 
correlation coefficient is 0.26. Σ2 represents the non-
Gaussian part of the noise with a small proportion, and the 
noise power of this part has a small difference, with a cor-
relation coefficient of 0.82. The results are accorded with the 

 
Fig. 6. Actual noise received by the low-frequency orthogonal 

magnetic antennas. 

 
Fig. 7. Amplitude probability distribution of the measured 

noise compared with the estimated noise. 

actual situation. The part of Gaussian noise comes from the 
impedance of the antennas and amplifier circuits which is 
not correlated, as well as the Gaussian noise received from 
the environments, which is correlated due to the fact that 
the receiving areas of the two antennas are not independ-
ent. In general, the correlation coefficient of the Gaussian 
noise is small. The non-Gaussian noise mainly comes from 
atmospheric noise caused by lightning, which is correlated, 
and therefore the correlation coefficient is large. 

A comparison between the amplitude probability dis-
tribution (APD) of the measured noise and the estimated 
noise is shown in Fig. 7. It can be seen that the APD of the 
noise estimated by the proposed algorithm is almost identi-
cal to the measured noise, with a slight error within the 
area of P < 1%. 

5.2 BER Analysis 

Because the direction of arrival θ varies, it affects the 
information received by the two antennas. Therefore, the 
influence of the value of θ on the BER of the proposed 
algorithm is analyzed. The BER curve is shown in Fig. 8. 

B
E

R

 
Fig. 8. BER for different values of angle θ.  
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Fig. 9. BER of the proposed algorithm compared with the 

traditional algorithms. 

It can be seen that the BER is related to the direction 
of arrival. When the direction of arrival is smaller or larger 
(θ = 90°, which is similar to θ = 0°), the BER of signal 
detection and decoding is lower. When the direction of 
arrival for the two antennas is the same (θ = 45°), the BER 
is the highest. From the perspective of information theory, 
when θ is larger or smaller, the difference between the 
information received by the two antennas is larger, which 
means the entropy is larger, and therefore the BER is 
lower. When θ = 45°, the information received by the two 
antennas are similar, which indicates that the entropy is the 
smallest, and therefore the BER is the highest. 

The BER of the proposed algorithm is compared with 
those of the other two algorithms (cf. Fig. 9). The BERs of 
Algorithm 1 and Algorithm 3 are affected by the direction 
of arrival. Thus, Figure 9 shows the maximum BER 
(θ = 45°) and minimum BER (θ = 90°) of Algorithm 1 and 
Algorithm 3. It can be deduced from Fig. 9 that:  

(1) Regardless of the value of θ, the BER of 
Algorithm 1 is lower than that of Algorithm 2;  

(2) For the same value of θ, the BER of Algorithm 1 
is lower than that of Algorithm 3. 

(3) The BER of Algorithm 1 is less affected by the 
value of θ than that of Algorithm 3. In addition, the BER is 
close to the minimum BER of Algorithm 3 with a small 
difference; 

(4) As the SNR increases, the maximum BER of 
Algorithm 1 approaches the minimum BER of Algo-
rithm 3. When the SNR is greater than or equal to 4 dB, the 
maximum BER of Algorithm 1 is coherent with the mini-
mum BER of Algorithm 3. 

6. Conclusion 
In the process of low-frequency signal receiving us-

ing orthogonal antennas, the signal detection and judgment 
based on a two-dimensional model is efficient. Compared 
with the traditional method based on one-dimensional 

model, the proposed algorithm has the following ad-
vantages: (1) The BER of the proposed algorithm is less 
affected by the direction of arrival; (2) Under the same 
receiving conditions, the BER performance can be effi-
ciently improved. Therefore, a higher SNR and a greater 
improvement can be obtained. The algorithm can also be 
easily implemented using simple hardware equipment. It 
has high reference value for the omni-directional receiving 
of signals in low-frequency communication. 
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