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Abstract. By the recent improvement of the internet of 
things (IoT), the need to implement wireless networks is 
increasing. It is a challenge to balance between battery 
lifetime of the different sensors and network lifetime. Many 
studies proved the importance of using clustering and Mo-
bile Data Collectors (MDCs) to extend the operating time 
of sensor nodes. A mobile data collector is used to gather 
the data recorded by the nodes over a short transmission 
range. The proposed approach aims to decrease the energy 
consumption of each sensor node by using the Genetic 
Algorithm (GA) and mobile data collector. So, we suggest 
a clustering algorithm to find suitable Cluster Heads and 
form clusters. Then, we employ the genetic algorithm to 
construct an optimal data gathering path for MDC. Com-
puter simulation proves that the proposed approach out-
performs existing ones. 
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1. Introduction 
The development of Wireless Sensor Networks 

(WSNs) plays several roles in numerous aspects of human 
life, such as environmental conservation, domestic applica-
tions, military surveillance, air traffic control, medical care 
and so on [1], [2]. The WSN architecture consists of a large 
number of sensor nodes. These are randomly deployed in 
an environment with limited power, processing and com-
puting resources [2], [3].  

Sensor nodes are dispersed in a hostile environment 
with limited power, processing and compute resources [3]. 
Sensor nodes aim to capture, process and forward infor-
mation from the source nodes to their requested destina-
tion, also known as sink nodes [4]. WSN parameters such 
as acquisition data, number of nodes, the lifetime of sen-

sors, energy consumption, geographic location of the sen-
sor, environment and context are critical in WSN design [5]. 

Clustering [6] is an efficient method to overcome un-
balancing energy consumption between sensor nodes and 
to extend the network lifetime. In clustering, the network is 
partitioned into numerous clusters. Each cluster has one 
node, which is called cluster head (CH). This node receives 
packets from other cluster members, then sends these sen-
sor data to the base station (BS) directly or multi-stage 
through other cluster heads. The direct transmission results 
in high energy dissipation, which causes the premature 
death of sensor nodes. The death of a node can cause 
a coverage hole that leads to lose influential data from the 
area. In multi-hop transmission, data are transmitted by one 
sensor node to the base station through one or more inter-
mediate sensor nodes to reach the base station. Since the 
sensing environment is wide and the base station is far 
from the sensor area, this re-transmission process leads to 
extreme node depletion. According to the existing research, 
there are two approaches for the selection of CHs in WSN. 
In the self-organization technique [7], sensor nodes make 
their own decision and set up their status to become a nor-
mal node or a CH node, according to the weight, the resid-
ual energy and the position of sensors in the network. In 
this case, sensor nodes have to communicate with each 
other to avert the election of more than one CH in each 
cluster and minimize the number of packets to transmit. In 
the second approach, Base Station performs the selection of 
CHs and cluster formation. Every round, each node in the 
network transmits its residual energy and its location in-
formation to BS. This last evaluated the chances of each 
sensor node and selects the best one to be CH. Then it 
informs nodes about their status and the cluster [8], [9]. 

Several researchers have demonstrated the efficiency 
of MDC for data gathering and energy conservation in 
WSNs [9]. Starting from the BS and visiting the area of 
interest, MDC collects data from polling points and for-
wards it to the BS. This mission has benefits such as mini-
mizing data collection time, conserving energy and ex-
tending network lifetime.  
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Fig. 1. The architecture of WSN with MDC. 

The MDC is a mobile device that contains a recharge-
able battery, GPS devices, long-range transceivers and 
large memory unit that traverses the network to gather data 
[9]. Cluster heads save the received information and trans-
mit it to the MDC when this device draws near its area. 
Thus, the energy consumption of each node or cluster head 
effectively decreases. Periodically MDC returns to BS to 
upload the gathered data and prepare for the upcoming 
travel [10], [11].  

Our contribution aims to propose a clustering algo-
rithm and optimal data collection path of MDC to conserve 
energy and overcome the imbalance in energy consumption 
of the network. It could be brief as follows:  

 We propose a clustering algorithm to find the suit-
able CHs and form clusters, based on the residual 
energy and the distance between sensor nodes. 

 We employ the genetic algorithm to construct 
an optimal data collection path for MDC.  

The paper is organized as follows. In Sec. 2, we dis-
cuss related works. In Sec. 3, energy model and problem 
formulation are presented. The proposed approach is pre-
sented in Sec. 4. Simulation results and comparison to 
other works are given in Sec. 5. Finally, Section 6 con-
cludes the work and presents further works. 

2. Related Works 
Various data gathering approaches are introduced for 

energy optimization to improve the operation time of the 
entire network and decrease power consumption using 
MDC [12], [13]. The mobility aims to reduce the energy 
dissipation over the data transmission of sensor nodes that 
helps to enhance the network lifetime [14], [15]. We 
distinguish two categories of mobility: random and 
controlled [16].  

In some works, the controlled mobility of MDC is 
calculated [17, 18, 19, 20]. In [18], the authors estimate the 
MDC’s path in WSN based on the priority ordered depend-
ent nonparametric trees. The dominant node is a node that 

can be selected as a CH and is computed based on the 
packet collision index. 

In [17], the authors present a matching game-based 
data collection algorithm with MDCs, which chooses spe-
cific CHs to visit based on the distances. The network is 
partitioned into numerous clusters for multiple MDCs. The 
trajectory is estimated using mathematical equations based 
on the position of CHs. The advantage of this approach is 
reducing the data gathering delay. However, the number of 
MDCs is high. Every MDC visits a CH to collect data. 

In [20], the authors propose a learning automata ap-
proach. In this approach, the network is partitioned into 
four logical partitions. It conducts the MDC towards each 
logical partition in a constant period. The trajectory is 
computed based on MDC’s learning automata. On the other 
hand, random mobility presents several benefits such as 
simplicity and facility of implementation [21]. However, 
data collecting latency extended and the MDC’s capacity is 
depressed.   

In [22], the authors propose an optimal data gathering 
method for MDC. They employ the K-means algorithm to 
form clusters and find optimal CHs. Euler cycle and Ham-
ilton cycle are proposed to discover the MDC’s data col-
lection path [24]. However, this approach does not reduce 
the network lifetime efficiently and maximizes the data 
gathering trajectory. The MDC will travel a long path to 
gather data from an important number of elected cluster 
heads [26]. 

In [23], the authors present an Energy Aware Path 
Construction algorithm (EAPC). This approach estimates 
the performance of each node using two parameters: the 
distance and the neighbor’s weight. It contains the follow-
ing stages. Firstly, a minimum spanning tree is found and 
rooted at the BS. Secondly, the EAPC algorithm selects the 
data collection points (CPs) and constructs the optimal 
path. Finally, the MDC travels the path and gathers the data 
from high burdened CPs. However, the CPs exhibit no 
uniform energy depletion, which minimizes the network 
lifetime. 

In [25], the authors present a residual Energy Aware 
Mobile Data Collection Scheme in Wireless Sensor Net-
works (REAMDC). This approach aims to combine multi-
hop sensor nodes and mobile data collector. Firstly, spec-
tral clustering is used [16] then, the suitable node is se-
lected to be the center of each cluster in the network ac-
cording to two factors: the number and the residual energy 
of its neighbors [25]. Secondly, the authors select a greedy 
strategy to discover which cluster should be subdivided to 
divide the large cluster into tiny clusters. Finally, a data 
relay tree is constructed based on the residual energy to 
balance the energy consumption. In every round, the tra-
jectory of MDC is changed. Therefore, the network lifetime 
can be enhanced. However, the clustering algorithm cannot 
be employed in large-scale networks. Also, one MDC is 
not sufficient to prolong the network lifetime efficiently. 

In [27], the authors adopt an efficient routing protocol 
for data transmission in WSNs based on Fog Computing. 



RADIOENGINEERING, VOL. 31, NO. 3, SEPTEMBER 2022 303 

 

This approach aims to forward data from normal sensor 
nodes to the data center through fog nodes. Also, it pro-
poses an Ant Colony algorithm [26] to find the optimal 
path to transmit data from sensor nodes. However, in the 
case of the high number of nodes, the approach was not 
practical due to the significant computational complexity. 
Also, the sensor nodes display no uniform energy deple-
tion, which influences the lifetime of the WSN. 

The above algorithms confirm the amelioration of en-
ergy imbalance and extend the network lifetime. However, 
most of them do not contemplate the trajectory cost be-
tween data gathering points or utilize one MDC to collect 
data from large-scale networks. Also, these algorithms do 
not reduce the data gathering time efficiently. 

In this study, we propose an energy-efficient data 
gathering approach for Mobile Data collectors in a wireless 
sensor network. This approach aims to manage network 
energy efficiency and constructs the optimal travel path for 
Mobile Data Collector. Also, we focus on selecting the 
suitable CHs considering several parameters, which are the 
residual energy and Euclidean distance of sensor nodes, to 
ensure the data gathering from the network. 

3. Energy Model and Problem 
Formulation 

3.1 Energy Model 

The quantity of energy in sensor nodes is almost en-
tirely consumed while transmitting, receiving packets and 
processing data. The energy model used is the same one 
used in [28]. As defined in this model, there are two possi-
bilities: the free and the multi-path (MP) space. The energy 
consumption for transmitting and receiving k-bit packets is 
given respectively by (1), (2). The distance d represents the 
distance between the sending and the receiving node: 
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where Eelec is the energy necessary for sending 1-bit and 
ERX presents the energy usage to receive data. εfs and εamp 
are the amplified power in the radio model. d0 is the 
threshold obtained using (3): 
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In one round, the CH consumes more energy than 
normal sensor nodes due to receiving data of member 
nodes and transmitting it to MDC. The CH’s energy ECH 
can be estimated as (4): 
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where the number in one cluster is n. ENctoCH is the energy 
used by a CH to receive data of member nodes in the 
cluster and ECHtoMDC is the energy used by the CH to send 
data of member nodes to MDC. 

3.2 Problem Formulation 

In this study, the WSN includes n nodes in the LL 
area. We suggest the HAC algorithm to elect the suitable 
CHs and form clusters. Then, we try to construct an opti-
mal path rooted at BS to transmit the aggregated data via 
MDC. 

After the election of CHs, the BS applies the GA on 
all the selected CHs to find the optimal MDC travel path. 
When the MDC finishes collecting data from the CHs, 
these CHs return to sleep mode to avoid power consump-
tion.  

The MDC starts the tour from BS to appropriate CHs 
to gather information in a single hop at sufficient sojourn 
time. Periodically the MDC returns to BS and uploads 
collected data [11]. It moves along a predefined trajectory 
with a constant speed v. The MDC could have different 
planning trajectories: the static [29] and the dynamic path 
[6]. We adopt the static path. During each round, the HAC 
algorithm is employed for choosing suitable CHs. The 
genetic algorithm is utilized to obtain the optimal path for 
each MDC. 

4. The Proposed Algorithm 
In this section, a Clustering Algorithm with Mobile 

Data Collector is detailed. In each round, the principal 
phases contribute as follows: 

 Cluster Head election and cluster forming phase, 
 Dividing network environment into equal areas, 
 Optimal path construction phase. 

The first objective is to manage energy efficiency and 
optimize the network lifetime. To reach this goal, this pa-
per uses clustering and mobile data collectors. We try to 
construct an optimal path rooted at BS to transmit the ag-
gregated data via MDC. In each round, we find a new sub-
set of CHs and a new traveling MDC's path is established. 

The principal stages of our work are detailed in Fig. 2. 

4.1 Decision of Optimal Visiting Points and 
Clusters Forming Phase 

The most critical challenge in WSN is to balance the 
consumed energy by each sensor node in the network. The 
proposed scheme uses a HAC algorithm (Algorithm 1) 
which divides the network into clusters based on Euclidean 
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distances between nodes and residual energy and aims to 
find the optimal CHs for each cluster. The proposed 
scheme is re-executed at each packet delivering round to 
maintain energy efficiency which means we obtain a new 
subset of CHs and a new traveling path is established. 

 
Fig. 2. Flowchart of the proposed approach. 

 

1: Inputs: S= {S1, S2, …, Sn} – set of nodes  

2: Outputs: C = {C1, C2, …, Ck} – clusters with CHs. 

                    m: S C – set of nodes for each cluster. 

3: Iteration: 

4:  function HAC { 

5:       set C to initial value (k≤ S) – the center is the   

     nearest node to the BS. 

6:          foreach Sn in S { 

7:           m(Sn) = minDistance (Si, Ck) – minimum   

        distance between node and cluster center. 

8:          } 

9:          while m has modified { 

10:            for each j in {1...k} { 

11:               recalculate the cluster center  

12:            } 

13:            for each Si { 

14:              m(Sn) = minDistance (Si, Ck) 

15:           } 

16:       } 

17:  return C 

18: } 

Algorithm1: CHs election and cluster formation. 

The algorithm accepts two inputs: N = {n1, n2, n3,..., 
nn} static nodes with location information and k clusters 
with k less than n. The output is C = {C1, C2, C3,..., Ck} set 
of clusters. It executes to group the sensor nodes into k 
clusters and estimates the center of each cluster. The dis-
tance between sensor nodes is calculated using the Euclid-
ean distance formula. 

The proposed algorithm is presented as follows: 

Initial Clustering: For the first iteration, the network 
is divided into a predefined number of clusters with k is out 
of n nodes. In this step, the nearest node to the BS is se-
lected as CH based on the minimum distance estimated 
min(di) (Fig. 3). di presents the distance between node i and 
the base station. 

In two-dimensional space, the distance di is calculated 
as follows (7): 

 2 2
bs bs  ( ) ( ) .  i i id x x y y     (7) 

 
Fig. 3. Initial clustering. 

Reclustering: After the association of all sensor 
nodes to the k clusters, the center point is calculated by the 
following formula center (Xcenter, Ycenter) (8), (9) with:  
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The center point of a cluster is a virtual node located 
at the center of the cluster in the first iteration because all 
sensor nodes have the same amount of energy initially. 

The progress of the algorithm, the center point con-
verges to the node with the highest residual energy. So, the 
CH is still the nearest node to the center point with the 
highest residual energy. That prolongs the life of each sen-
sor node and facilitates intra-cluster communication be-
tween nodes and CH (Fig. 4). 

Choosing the CH: Finally, the nearest node of the 
center point (xcenter; ycenter) is selected as the new CH. For 
that, we calculate the Euclidean distance between the nodes 
of each cluster and the novel center point using (10): 
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Fig. 4. Reclustering phase. 

 

Fig. 5. Ordering of nodes with ID number. 
 

1: Input: sensor nodes 

2: Iteration: 

3: if Residual energy of CH < Energy of threshold  

4:     Cluster Members  Verify ID () 

5:      Present CH = ChangeClusterHead () 

6:      Cluster Members  InformsMsg () 

7:   Send the aggregate data to the MDC 

Algorithm 2: Reselection of cluster head. 

  2 2
center center( )  . i i id x x y y     (10) 

After the cluster formation, an ID number is assigned 
to each node of a cluster according to the distance to the 
center point (Fig. 5). The smaller number is assigned to the 
closest one. The residual energy of every CH is checked 
every round to maintain the connectivity of the network. 
The current CH’s power is compared to the preset thresh-
old. If it is smaller than the threshold, the node in the next 
ID order is selected as a new CH. In this case, the new CH 
informs other nodes of the updated roles in the cluster 
(Algorithm 2). 

Single-hop routing protocol for data transmission: 
In each round, all nodes of the cluster transmit packets to 
CH. The proposed algorithm adopts a single-hop routing 
protocol for the CH to send the gathering data to the MDC 
at a specific time, which will handle collecting them to the 
BS. 

4.2 Dividing the Network Environment  

After selecting the cluster heads and creating the 
clusters, the field is partitioned into M sub-areas. The sub-
areas have equal size. The BS is at the center of the net-
work (Fig. 6). It is aware of the data gathering points elect 
for each sub-area. We use 2, 4 or 8 MDCs to collect the 
data from elected CHs. Each MDC is aware of its reserved 
sub-area. CHs are considered as data gathering points.  
 

1: Initialization: CHs; M MDCs; Pj= {} 

2: The BS splits the network into M equal subareas. 

3: Iteration:  

4:   for i = 1 to CHs { 

5:              for j = 1 to M { 

6:                   if   CHi is located in subarea j  

7:                    {  Pj {CHi} 

8:                    } 

9:              } 

10:   }         

11:   for j = 1 to M { 

12: For each subarea, an optimal path Pj is constructed using the 
Genetic algorithm . 

13:   }         

Algorithm 3: Partitioning the network environment. 

 
Fig. 6. Wireless sensor network topology. 

During the data-gathering tour, each MDC starts the travel 
tour from the base station. It moves in the region, visiting 
the subset of CHs belonging to the sub-area. The BS is in 
the middle of the field. It is aware of the cluster heads 
elected in each round. The elected CHs in each round are 
classified into M sets named P. The set Pj comprises the 
CHs positioned in the jth sub-area (Algorithm 3). 

4.3 The Optimal Path Construction Phase for 
MDC 

The genetic algorithm: One of the most critical 
issues is finding the optimal data gathering path for MDC.  
It takes less data collection time. Several researches [31], 
[32] prove that GA [19] gives efficient results in terms of 
distance traveled for small to medium size instances.  

The main idea of GA is to generate a novel generation 
better than the previous. They start from a population of 
initial potential solutions. The relative performance (fit-
ness) is evaluated. Based on these performances, a new 
population of potential solutions using simple evolutionary 
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operators: selection, crossover and mutation. A few indi-
viduals reproduce, others disappear, and only the best 
adapted individuals are supposed to survive.  

The GA algorithm goes through the repeated applica-
tion of five main functions, which are presented below:  

Initial population: Two methods to generate a chro-
mosome, randomly and heuristically. In this study, the 
heuristic method is used since the solution is found more 
quickly. 

Fitness function: It should be determined to obtain the 
most effective solution in GA. The objective of the pro-
posed algorithm is minimizing the length of the trajectory 
of the MDC. The fitness function that effectively offers the 
best solution is given in (11). M is the size of a chromo-
some (the number of elected cluster heads). 

 
 
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1
   .    
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M M

j
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j j




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Selection: The selection allows to statically identify 
the best individuals of the current population, this operation 
is based on the performance of the individuals, estimated 
using the function adaptation. 

Crossover: Novel generations are made using the re-
combination of the solutions chosen in the breeding pro-
cess. 

Mutation: The role of the mutation is to randomly 
modify, with a certain probability, the value of a gene in 
a chromosome. 

The optimal path selection: After CHs election, we 
apply the GA algorithm to construct the optimal path of 
MDC. We take an example of a network composed of 40 
nodes; the HAC algorithm makes it possible to elect 5 CHs. 

The initial population consists of 5 elected CHs and 
BS. The individuals are the CHs. The genes are the 
identifiers of the CHs, with 0 being the identifier of the BS. 

The generation of the initial population: Each path is 
represented by an individual: 

Path 1= {0, 16, 17, 28, 20, 39, 0} 

Path 2= {0, 28, 20, 16, 17, 39.0} 

Path 3= {0, 20, 28, 39, 17, 16.0} 

Path 4= {0, 16, 28, 17, 39, 20.0} 

Fitness Function: We evaluate these individuals using 
the fitness function; the objective of this function is to 
minimize the distance traveled. It calculates the total 
distance of each road. 

Fitness (Path 1) = 1103.9004 

Fitness (Path 2) = 996.1384 

Fitness (Path 3) = 985.1184 

Fitness (Path 4) = 1169.9628 

 
Fig. 7.  Flowchart of the genetic algorithm. 

 
Fig. 8.  Path before GA application.  

Selection: The binary selection tournament is used to 
select both parents, where the contestant with better fitness 
function.  

Based on the results obtained by the fitness function, 
Path 2 and Path 3 are selected. Then we apply the crossover 
and mutation operators on them. 

Crossover: Its role is to combine the individuals se-
lected by the selection operator to produce a new genera-
tion. 

        Two parents:                                           

Path 2= {0, 28, 20, 16, 17, 39,0}                

Path 3= {0, 20, 28, 39, 17, 16,0}             

Two children: 

S1= {0, 20, 28, 16, 17, 39, 0}; fitness(S1) = 1111.2137  

S2= {0, 28, 20, 39, 17, 16, 0}; fitness(S2) = 1175.5287 
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Fig. 9.  The path obtained by the GA.  

Mutation: We swap the two genes 16 and 39 of 
individual S1, and of individual S2. 

S1= {0, 20, 28, 39, 17, 16, 0}, fitness(S1) = 985.1184 

S2= {0, 28, 20, 16, 17, 39, 0}, fitness(S2) = 996.1384 

Therefore, the resulting route will be given as {0, 20, 
28, 39, 17, 16, 0} whose distance is 985.1184. 

Figure 9 shows the shortest path selected to obtain the 
optimal solution. 

5. Simulation and Analysis of Results 
In this section, we evaluate and analyze the perfor-

mance of our proposed approach with a different number of 
clusters. Then, we compare the proposed algorithm with 
[22], [23], and [27] algorithms under different scenarios to 
validate the network performance. For comparison, we use 
MATLAB R2016a as the simulator. We consider a network 
of 200 sensor nodes in an area of 200 m  200 m. Sensor 
nodes have random uniform distribution, are placed in 
a fixed point with a unique identifier. We assume that the 
MDC has a rechargeable battery and a speed equal to 2 m/s 
as used in [30]. The BS is fixed, situated at the center, and 
has unlimited energy. The simulations parameters are in 
Tab. 1. 
 

Parameter Value 

Size of the network 200 m  200 m 

N (Number of deployed nodes) 200 

E0 (initial energy of nodes) 1 J 

Eelec 50 nJ/bit 

Ecpu 7 nJ/bit 

Ɛfs 10 pJ/bit/m2 

Ɛamp 0.0013 pJ/bit/m4 

Position of base station (100 m, 100 m) 

Packet size 4000 bits 

velocity of MDC 2 m/s 

M 2, 4, 8 

Tab. 1. Simulation parameters. 

5.1 The Assumptions Considered in the 
Simulation 

The base station is fixed, situated at the center, and 
has unlimited energy. All sensors in the homogeneous 
conditions are uniform, and they have equal and limited 
initial energy. 

They have random uniform distribution, are placed in 
a fixed point with a unique identifier. 

The velocity of the Mobile Data Collector is constant. 
This device is equipped with a rechargeable battery and 
long-range transceiver. 

5.2 Optimal Cluster Numbers 

In this subsection, several numbers of simulations are 
evaluated to verify the performance of our planned ap-
proach. Initially, once the number of clusters equals 7% of 
the total number of nodes, the network is estimable as 582 
rounds. Then, the number of cluster increases to 10% and 
therefore the network lifetime extends to 108 extra rounds. 
As the number of clusters increases, the number of sensor 
nodes among the cluster decreases. Additionally, the intra-
cluster communication also decreased. In Fig. 10, the 
network lifetime is raised to 822 rounds once the number  
of clusters is augmented from 7% to 13%. We tend to induce 

 
Fig. 10. The percentage of clusters vs. the number of rounds. 

 
Fig. 11. The number of dead nodes vs. rounds. 
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identical performance when the number of clusters is given 
13%, 15% and 20%. When the number of clusters in-
creased, the distance between CHs and MDC reduces. 

Therefore, the network lifetime is increased. How-
ever, the data gathering tour for the MDC is prolonged. 

Figure 11 shows the number of dead nodes versus 
rounds with different numbers of selected CHs. We find 
that the number of CHs elected has a significant impact on 
the lifetime of the network. We tend to notice the most 
effective results when the number of CHs is chosen be-
tween 13% and 20%. Otherwise, in 7% of the clusters, the 
primary node dies after 101 rounds. In 10% of the clusters, 
the first node dies after 189 rounds. 

5.3 Performance Measurement in Terms of 
Maximum Time Spent by MDCs 

In this section, we will use a various number of 
MDCs to guarantee a faster data collection from the elected 
CHs. For that, we propose to divide the field into sub-areas 
and to assign one MDC to each area. By this method, we 
extend the lifetime of the network. 

Figure 12 illustrates the time spent by MDCs to col-
lect data from different CHs. We remark that the time spent 
gathering data for 8 MDCs is less than the time spent for 2 
or 4 MDCs. The maximum time spent by MDCs tends to 
decrease when we increase the number of MDCs. 

5.4 Comparison with Other Works 

We compare our work to other existing approaches 
mentioned in [22], [23] and [27]. We simulate 200 ran-
domly deployed sensor nodes at 200 m  200 m. The num-
ber of CHs is sufficient for 13% of the population. This 
number of CHs is recognized to enable the most energy 
efficient of the network. 

Network lifetime evaluation: Figure 13 shows the 
comparisons of the proposed approach with the other ap-
proaches in terms of dead nodes. The first node depletes 
energy in rounds 85, 123, 151, and 201, respectively, for 
[22], [23], [27] and also the proposed algorithm. Each node 
runs out of energy as the first for each algorithm. Table 2 
shows the death of the nodes in 3 cases, the death of the 
first node (FND), the death of half of the nodes (HNA) and 
the death of all nodes of the network (LND). 

Evaluation of the residual energy: Figure 14 pre-
sents the residual energy versus rounds of our proposed 
approach and approaches mentioned in [22], [23], [27]. We 
remark the death of all nodes after 650 rounds for the algo-
rithms [22] and [23] while the LND is after 810 rounds for 
our proposed work. This is due to the use of MDC to col-
lect data sent from an appropriate set of CHs using an op-
timal path. 

Evaluation of number of packets delivered to BS: 
Figure 15 indicates the number of packets forward to the 
BS. The curves clearly show the improvement provided by 

 
Fig. 12. The number of MDCs vs. time spent for gathering data. 

 
 

Algorithm FND HNA LND 

[22] 85 252 480 

[23] 123 354 620 

[27] 151 402 750 

PROPOSED WORK 201 510 822 

Tab. 2. Values of FND, HNA and LND metrics for each 
algorithm after several rounds. 

 
Fig. 13.  Distribution of dead nodes vs. rounds. 

 
Fig. 14.  Variation of residual energy vs. rounds. 
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Fig. 15.  Number of packets delivered to the BS. 

 
Fig. 16.  Variation of residual energy vs. rounds. 

the proposed approach compared to [22], [23] and [27] in 
terms of the number of packets received by the BS. This 
improvement is explained by the efficient management of 
the energy reserves in the proposed approach (the nodes 
longer live, sensors transmit more packets). 

The number of packets delivered to BS in the 
proposed approach is equal to 175000 while the number of 
packets delivered to BS in [22], [23], and [27] is 153000, 
147000 and 135000, respectively. 

Time evaluation of the delay in sending packets to 
the BS: The delay time for sending packets to the BS de-
pends on the distance traveled by the MDC. The delay time 
is high if the distance is large. Otherwise, it is low if the 
distance is small.  

Figure 16 demonstrates that our proposed approach 
can significantly reduce the packet delay time compared to 
[22], [23] and [27]. 

This is mainly justified by the decrease in the travel 
length of MDC due to the use of GA to find the optimal 
path of MDC. 

6. Conclusion and Perspectives 
A novel approach using MDC is proposed to 

aggregate data from CHs and construct the optimal path.  

The suitable CHs are elected for each cluster. Then, 
we propose the GA algorithm to select the best path for 
MDC. The MDC's path is modified iteratively in each 
round. The aggregation of data from CHs enhances the 
network lifetime.  

To prove the effectiveness of our proposed approach, 
we compare our work to recent algorithms. We found that 
our proposed approach exceeds the existing ones relating to 
network lifetime and the number of packets delivered to BS. 

In future contributions, we project to apply the 
machine learning process and the intelligent artificial IA to 
select the optimal path. Also, we plan to divide the network 
and employ more than one MDC for each subarea. 
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