
362 C. L. ZHAO, F. F. YANG, D. K. WAWERU, ET AL., DISTRIBUTED QC-LDPC CODED SPATIAL MODULATION FOR HALF-DUPLEX … 

DOI: 10.13164/re.2022.0362 

Distributed QC-LDPC Coded Spatial Modulation  
for Half-Duplex Wireless Communications 

Chunli ZHAO 1, Fengfan YANG 1, Daniel Kariuki WAWERU 1, Chen CHEN 1, Hongjun XU 2 

1 College of Electronics and Information Engg., Nanjing Univ. of Aeronautics and Astronautics, Nanjing, 210016 China 
2 School of Engineering, University of KwaZulu-Natal, King George V Avenue, Durban, 4041, South Africa 

chunlizhao_cn@163.com, yffee@nuaa.edu.cn, daniel.kariuki19@nuaa.edu.cn, chen_chen0518@163.com, 
xuh@ukzn.ac.za 

Submitted January 16, 2022 / Accepted July 9, 2022 / Online first August 3, 2022 

 
Abstract. The bit error rate (BER) performance of spatial 
modulation (SM) can be further improved by applying 
quasi-cyclic low-density parity-check (QC-LDPC) codes 
recommended in 5G to SM. It motivates us to propose a 
QC-LDPC coded SM (QC-LDPCC-SM) scheme, where SM 
signals are protected by QC-LDPC codes. To estimate the 
channel state information at the receiver, a novel iterative 
joint channel estimation and data detection based on vari-
able block length (IJCEDD-VBL) for SM is presented. In 
standard 5G LDPC codes, the parity-check matrix contains 
multiple submatrices, and then we can construct two differ-
ent QC-LDPC codes by suitably selecting the submatrices. 
Thus, the QC-LDPCC-SM scheme can be effectively ex-
tended to cooperative scenarios when deploying the gener-
ated LDPC codes at the source and relay, respectively. We 
develop an analytical approach for the BER performance 
of the proposed schemes. The simulation and theoretical 
results are in good agreement at high signal-to-noise ratio 
(SNR). Furthermore, the proposed coded cooperative 
scheme outperforms its corresponding non-cooperative 
counterpart and the existing scheme. The numerical results 
also validate the effectiveness of the proposed channel 
estimation scheme. 
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1. Introduction 
Channel coding is a key communication technology 

for guaranteeing the reliable transmission through error 
control. As a kind of capacity-approaching channel codes, 
low-density parity-check (LDPC) codes have been widely 
explored and applied in different practical communication 
systems [1]. In terms of LDPC codes, their structure and 
performance are defined by the parity-check matrices, thus 
a key to designing LDPC codes is to construct the parity-

check matrices. In general, the parity-check matrices are 
constructed by random-like or structured methods. On the 
basis of the construction methods, LDPC codes are roughly 
divided into random-like LDPC codes and structured 
LDPC codes. It is well known that quasi-cyclic LDPC 
(QC-LDPC) codes [2] are recognized as a special kind of 
structured LDPC codes. Different from random-like LDPC 
codes, the parity-check matrices of QC-LDPC codes are 
comprised of multiple square matrices with the same size, 
where each square matrix is a circularly-shifted identity 
matrix or zero matrix. It is very convenient for the storage 
and addressing of the memory, thus greatly reducing the 
encoding and decoding complexity. Furthermore, QC-
LDPC codes with repeated accumulation structure can 
implement fast encoding [3] and achieve good performance. 
Due to many advantages of QC-LDPC codes, they have 
been recommended by Third Generation Partnership Pro-
ject (3GPP) as the encoding method for 5G new radio (NR). 

Coded cooperation as a combination of cooperative 
schemes and channel coding is a technique that effectively 
combats the channel impairments [4], [5]. There are three 
basic relaying techniques, i.e., amplify-and-forward (AF) 
[6], decode-and-forward (DF) [7] and compress-and-for-
ward (CF) [8]. In the AF, the relay directly sends an ampli-
fied version of the information received from the transmit-
ter to the destination. In the DF, the relay decodes the re-
ceived signal from the source, re-encodes and then trans-
mits the re-encoded symbols to the destination. In the CF, 
the relay node gets the message from the source and sends 
a compressed version of it to the destination. Thus, the DF 
relaying technique is the most realistic relaying scheme 
that counters the effect of noise in the relay among the 
three relaying protocols, especially when the source to 
relay link is good. Therefore, we employ the DF protocol 
in this paper. In a coded cooperative scheme, a distributed 
channel code is formed at the destination node through the 
mutual cooperation between source and relay nodes. Re-
cently, different distributed channel coding schemes such 
as distributed turbo codes [8], distributed LDPC codes [7], 
distributed Reed-Muller codes [9] and distributed polar 
codes [10] have been reported. 
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Multiple-input multiple-output (MIMO) techniques 
are also promising technologies that resist the channel 
fading. Spatial modulation (SM) [11] as a recently devel-
oped MIMO transmission technique is attracting attention. 
It is because SM has a significant feature, i.e., at each time 
instant a single active transmitting antenna propagates 
symbols taken from constellation diagram, which effi-
ciently avoids the inter-channel interference (ICI) and 
inter-antenna synchronization (IAS) [11], [12]. Many re-
lated literatures such as [13–15] have reported the coded 
SM schemes, and they also present that incorporating SM 
into channel coding can achieve a good performance. Moti-
vated by this, we investigate the QC-LDPC coded SM 
(QC-LDPCC-SM) as the amalgamation of the new channel 
coding technique (5G LDPC codes) and SM. Usually in 
practical communication systems, the receiver has imper-
fect channel state information (CSI). Therefore, we pro-
pose a novel iterative joint channel estimation (CE) and 
data detection (DD) based on variable block length 
(IJCEDD-VBL) for SM, to estimate the CSI. In 5G LDPC 
codes, their parity-check matrices contain multiple subma-
trices. By properly choosing the submatrices to generate 
two different QC-LDPC codes utilized at source and relay, 
respectively, we can efficiently extend the QC-LDPCC-SM 
to cooperative scenarios, i.e., distributed QC-LDPC coded 
SM (D-QC-LDPCC-SM). Moreover, for 5G LDPC codes, 
two base matrices are accepted and each base matrix has 
eight exponent matrices [2]. Based on the information 
length and code rate, the base matrix and cyclic shifts (the 
elements of exponent matrix) can be determined by using 
the method in [1]. Then, we can obtain the parity-check 
matrix with the help of the base matrix and exponent ma-
trix. The generated parity-check matrix is easy to avoid the 
appearance of short cycles so that the length of the shortest 
cycle is as large as possible, which can efficiently improve 
the performance of proposed coded cooperative and non-
cooperative schemes. 

Due to the maturity and low cost of half-duplex relay, 
it is very convenient and popular to be used in our pro-
posed D-QC-LDPCC-SM scheme. Also, adopting the half-
duplex strategy can avoid interference between the two 
orthogonal time slots. When employing the half-duplex 
strategy, the joint decoder in the destination can easily 
retrieve the message conveyed in the source by jointly 
decoding the source and relay sequences generated at the 
two orthogonal slots. Thus, the half-duplex relay is utilized 
in our proposed D-QC-LDPCC-SM. 

The main contributions of this article are as follows: 

 We propose the QC-LDPCC-SM scheme in non-
cooperative scenarios. A new IJCEDD-VBL scheme 
is developed to estimate the CSI. 

 We effectively extend the QC-LDPCC-SM scheme to 
half-duplex cooperative communication scenarios 
with a single relay, i.e., D-QC-LDPCC-SM scheme. 

 We derive and validate the theoretical performance 
bound of the proposed schemes. 

 We investigate the error performance of the proposed 
D-QC-LDPCC-SM in realistic channel scenarios, i.e., 
non-ideal source-to-relay channel. Additionally, we 
discuss the performance of the QC-LDPCC-SM 
scheme under correlated channel conditions. 

The rest of this manuscript is organized as follows. 
We present the features of 5G LDPC codes in Sec. 2. The 
QC-LDPCC-SM is elaborated in Sec. 3. Furthermore, 
Section 4 describes the D-QC-LDPCC-SM scheme. Sec-
tion 5 performs the analytical calculation of bit error rate 
(BER) for the proposed schemes. Section 6 provides the 
simulation results of the investigated schemes. Finally, 
Section 7 concludes this manuscript. 

2. Features of 5G LDPC Codes 
A QC-LDPC code is defined by its parity-check 

matrix including circularly-shifted identity matrices and 
zero matrices, with the same size Z  Z. The parity-check 
matrix is  
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where Z is the lifting size. M is a Z  Z standard permuta-
tion matrix, i.e., cyclically shifted identity matrix (a non-
negative power denotes the shift value), and denoted as 
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Also, , { 1,0,..., 1}i jp Z    for b1 i m  , b1 j n  . If 

, 1i jp   , ,i jp M 0  (0 is all-zero matrix), and if , 1i jp   , 

, ,( )i j i jp pM M . All the shifts form the following matrix  
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We observe that the parity-check matrix H0 is formed from 
the matrix P. Here, the matrix P is called the exponent 
matrix of H0. Then, the base matrix B is defined as 
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Fig. 1. Basic sketch of base matrix for 5G LDPC codes. 
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where , 0i jb   if , 1i jp    and , 1i jb   otherwise. 

Figure 1 depicts the basic sketch of base matrix for 
5G LDPC codes. The base matrix contains submatrices 
C , E , O , D  and I  of sizes b4 k , 4 4 , 

b4 ( 4)m  , b b( 4) ( 4)m k    and b b( 4) ( 4),m m    
respectively, where b b bk m n  . The submatrices C  and 
E  form the core, while the remaining submatrices O , D  

and I  together form extensions. Moreover, O  and I  
stand for zero and identity matrices, respectively. Subma-
trix E  denotes a square matrix and has a particularly 
interesting structure, in which the first column is of weight 
3 and the remaining columns jointly constitute a bidiagonal 
structure. The submatrices C , E  and I  separately corre-
spond to systematic information sequence, the first and 
second parts of parity-check sequences. Obviously, this 
construction is like Raptor-like extension [16].  

In 5G LDPC codes, two base matrices (B1 of 46 × 68 
and B2 of 42 × 52) are supported. As introduced in [2], B1 
and B2 possess similar structures. In this article, the authors 
concentrate on B1 of 46 × 68 (mb = 46, nb = 68, kb = 22) 
designed for message lengths (500  K  8448) and code 
rates (1/3  Rc  8/9). This design of exponent matrix de-
pends on the base matrix and shift values, and the reader 
can refer to [1] to study the detailed design steps of expo-
nent matrix. By dispersing every element of the exponent 
matrix into a Z Z  circularly-shifted identity matrix or 
zero matrix, the parity-check matrix H0 will be obtained, 
and denoted as [1] 

 0
1 2

 
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 
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where the sizes of C , E , 1D  and 2D  are b4Z k Z , 
4 4Z Z , b b( 4)m Z k Z   and b( 4) 4m Z Z  , respec-
tively. Furthermore, O  is a b4 ( 4)Z m Z   zero matrix 
and I  is a b b( 4) ( 4)m Z m Z    identity matrix. 

By using this designed base matrix, the approximate 
performance can be analyzed by using the performance 

estimation tool. Furthermore, for the elements 1s in the 
base matrix, by designing specific shift values the parity-
check matrix is then obtained. Therefore, this implies that 
the base matrix is the product of the intermediate process 
of designing the parity-check matrix, and plays an indis-
pensable role in the communication system operating based 
on QC-LDPC codes. 

3. QC-LDPC Coded SM Scheme 
We discuss the coded SM scheme with 5G LDPC 

codes in this section. Firstly, we introduce the system 
model of the QC-LDPCC-SM scheme. Then, we present 
the proposed IJCEDD-VBL scheme to estimate the CSI. 

3.1 System Model 

The system model is described in Fig. 2, where NT 
transmitting antennas and NR receiving antennas are used. 
At the source (S), the sequence u  is encoded into code 
sequence c by the ( , )N K  QC-LDPC encoder (we focus on 
the code with low code rate Rc = K/N = 1/3 in this paper). 
Specifically, u  is first expanded into u with kbZ bits by 
the zero padding block. The resulted u  is encoded into 
a code sequence c  of length nbZ after the 5G LDPC 
encoding block with the parity-check matrix H0 shown in 
(5). Through the zero removing and puncturing block, the 
transmitted code sequence c  with length N  is produced. 
Figure 3 gives an explanation for the encoding process. 
The bit grouping block then takes the sequence c  and 
splits it into ( )c  with length 2 Tlog ( )d N M  for 

1, 2,..., L    ( ) /N N d , in which M stands for the 
modulation order and N  represents the number of dummy 
bits appended at the end of c  such that its length becomes 
an integer multiple of d . The generated sequence ( )c  
enters the SM mapper that consists of the bit divider, an-
tenna modulator, M-ary digital modulator and coded spatial 
modulator. Among them, the bit divider accepts ( )c  and 
partitions it into 1( )c  and 2 ( )c  of lengths 2 Tlog ( )x N  
and 2log ( )y M , respectively. The antenna modulator 
gets the first part 1( )c  to specify an antenna index la-
belled by T( ) {1,2,..., }a N  . The remaining 2 ( )c  is 
given into the digital modulator (using Gray mapping) 
generating the modulated symbol ( )mc   taken from M 
possible constellation points, where {1, 2,..., }.m M  
The constellation symbol ( )mc   is conveyed at the ( )-tha   
transmit antenna and then the coded spatial modulator 
outputs the T 1N   dimensional transmission vector [17] 

 T
, ( ) [...,0, ( ),0,...]m a mc c                      (6) 

where only the element at the ( )-tha   position is non-zero, 
and T[.]  represents the transpose operator. In the follow-
ing, the vector , ( )m a c  is propagated via quasi-static 
Rayleigh fading channel R TN NH   with the additive Gaus- 
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Fig. 2.  System model of the QC-LDPCC-SM scheme in non-cooperative scenarios. 

sian noise R 1( ) N n  , where   denotes the complex 
domain. For H, all the entries follow the complex Gaussian 
distribution (0,1)CN  with zero mean and unit variance. 
Likewise, each element in the noise vector R 1( ) N n   
obeys the complex Gaussian distribution 0(0, ).CN N  At 
the destination (D), the received sequence R 1( ) N z   is  

 ( )
,( ) ( ) ( ) ( ) ( )a

m a mc       z Hc n h n  (7) 

where R 1( ) Na  h   denotes the ( )-tha   column of H. 
Soft-input soft-output (SISO) spatial demodulator using 
maximum-likelihood detection (MLD) [15] gets ( )z  and 
generates log-likelihood ratios (LLRs) ( ( ))a Ψ  and 

( ( ))mc Ψ  corresponding to ( )a   and ( )mc  , respectively. 
To know it well, Table 1 shows the mapping procedure for 
SM, where Gray mapping is utilized for modulation. The 
sequence c() of length d = log2 (NT M) = 3 is considered. 
As compared to conventional digital modulation schemes 
(such as amplitude-shift-keying (ASK)), phase-shift-keying 
(PSK) and quadrature amplitude modulation (QAM) have 
stronger anti-noise capabilities and are more adaptive to the 
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Sequence 
( )c  

T 2,  4-QAMN   T 4,  BPSKN   

( ( )a  , ( )mc  ) ( ( )a  , ( )mc  ) 

[0, 0, 0] (1, – 1 – i) (1, – 1) 

[0, 0, 1] (1, – 1 + i) (1, + 1) 

[0, 1, 0] (1, + 1 – i) (2, – 1) 

[0, 1, 1] (1, + 1 + i) (2, + 1) 

[1, 0, 0] (2, – 1 – i) (3, – 1) 

[1, 0, 1] (2, – 1 + i) (3, + 1) 

[1, 1, 0] (2, + 1 – i) (4, – 1) 

[1, 1, 1] (2, + 1 + i) (4, + 1) 

Tab. 1.  Mapping process for SM with LDPC codes. 

channel change [18]. Thus, we adopt the two scenarios, 
i.e., the combination of NT = 2 and 4-QAM (4-PSK), and 
the combination of NT = 4 and binary PSK (BPSK). For the 
sequence c() the first log2 (NT) antenna bits and the re-
maining log2 (M)  symbol bits are mapped to the antenna 
index a()  {1,2,…,NT} and the constellation symbol 
cm(), respectively. The rule shows that the mapping proce-
dures of each scenario are not unique. For example, for the 
first scenario, the antenna bits 0 and 1 can be mapped to 
the antenna indices 2 and 1, respectively. The symbol bits 
[0, 0], [0, 1], [1, 0] and [1, 1] can be mapped to the sym-
bols + 1 + i, + 1 – i, – 1 + i and – 1 – i, respectively. How-
ever, for each mapping procedure of each scenario, the 
minimum Euclidean distance between two different SM 
transmit vectors is identical. Thus, different procedures in 
each scenario result in almost the same error performance. 
Then, we only list one procedure for each scenario. 

After the bit combiner, we obtain the sequence 
( ( )) [ ( ( )), ( ( ))]ma c  Ψ c Ψ Ψ  which is merged into ( )Ψ c  

by the bit ungrouping. Finally, the QC-LDPC decoder 
provides an estimation ˆ u  for u  on the basis of Tanner 
graph corresponding to the parity-check matrix 0H . Note 
that the filler zero bits and the punctured check bits do not 
participate in the realistic channel transmission. Therefore, 
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in the LDPC decoding, we don’t need to update the extrin-
sic information corresponding to these bits, which can 
reduce the decoding delay. 

3.2 Proposed Iterative Joint CE and DD 
Based on Variable Block Length 

In realistic communication systems, the receiver 
usually has imperfect CSI. To accurately estimate the CSI, 
it is necessary to reduce the influence of CE errors. In this 
section, we propose a novel IJCEDD-VBL scheme for SM, 
where minimum mean square error (MMSE) CE and MLD 
are used. The closest work related to our proposed scheme 
is iterative joint CE and DD (IJCEDD) presented in [17]. 
However, in [17], the whole frame rather than block-by-
block signals are detected, which results in error 
propagation. 

In the proposed IJCEDD-VBL, we partition L  SM 
symbols at the destination into J  blocks. Thus, each block 
has /T L J  symbols. Furthermore, the IJCEDD is em-
ployed in each block, where the estimated CSI in the j-th 

block and in the i-th iteration is denoted as ,
ˆ

j iH  (1 j J  , 

itr1 i I  ). However, the CSI estimated by the training SM 

symbol block is represented as Ĥ0,Iitr
. With the aid of the 

MMSE criterion, the CSI R T

itr0,
ˆ N N

I
H   is expressed as  

 
itr

H 1 H
0, 0 0 0 0 R 0

ˆ ( )I T TN N 
 H HH Z Q R Q I Q R    (8) 

where T
0

N TQ   is the training symbol block, 
R

0
N TZ   is the received training signal block cor-

responding to 0Q , H(.)  is the Hermitian transpose, T TI  is 
the identity matrix of size T T , 1(.)  is the inverse opera-
tion and T TH[ ] N NE  HR H H   is the channel’s correla-
tion matrix with [.]E  denoting the expectation operator. 

For ensuring to efficiently low the effects of CE 
errors, we take the CSI Ĥj–1,Iitr

 estimated in the previous 
( 1j  )-th block as the initial CSI Ĥj,0 of the current j-th 
block. In the i-th iteration of the j-th block, the SM sym-
bols   T 1,

,ˆ Nj i
m a  c   are detected by utilizing MLD as 

follows: 

  
,

, 2
, , 1 , F( )

ˆˆ arg min || (( 1) ) ( ) ||
m a

j i
m a j i m at

t j T t t   
c

c z H c    (9) 

where {1,2,..., }t T  and F|| . ||  is the Frobenius norm. 
Based on (9), we get the concatenated detected symbol 
block denoted as 

 , , ,
, , , ,

ˆ ˆ ˆ ˆ[ (( 1) 1), (( 1) 2),..., ( )].j i j i j i
j i m a m a m aj T j T jT   Q = c c c  (10) 

According to the generated ,
ˆ

j iQ  in (10), the updated 

estimated CSI R T
,

ˆ N N
j i

H   is given by 

 H 1 H
, , , 0 R ,

ˆ ˆ ˆˆ ( )j i j j i j i T T j iN N 
 H HH Z Q R Q I Q R   (11) 

 

Algorithm 1 The proposed IJCEDD-VBL 

Input: Z0, Q0, RH, N0, NR, T TI , J, Iitr, T. 

Output: 
itr,

ˆ
J IH . 

1: Set 
itr

H 1 H
0, 0 0 0 0 R 0

ˆ ( )I T TN N 
 H HH Z Q R Q I Q R . 

2: for j=1 to J do 

3:     
itr,0 1,

ˆ ˆ
j j IH H . 

4:     for i=1 to Iitr do 
5:          for t=1 to T do 

6:     Perform the MLD on the received signals and yield  

 
,

, 2
, , 1 , F( )

ˆˆ argmin || (( 1) ) ( ) ||
m a

j i
m a j i m at

t j T t t   
c

c z H c . 

7:          end for 

8:    Based on the detected SM symbols, get the concatenated estimated 
symbol block: 

, , ,
, , , ,

ˆ ˆ ˆ ˆ[ (( 1) 1), (( 1) 2),..., ( )]j i j i j i
j i m a m a m aj T j T jT   Q = c c c . 

9:   Update the CSI by employing the following expression: 
H 1 H

, , , 0 R ,
ˆ ˆ ˆˆ ( )j i j j i j i T T j iN N 

 H HH Z Q R Q I Q R . 

10:   end for 
11: end for 

Tab. 2. Generation process of estimated channel. 

where the received signal block RN T
j

Z   is written as 

the following form: 

 [ (( 1) 1), (( 1) 2),..., ( )].j j T j T jT    Z z z z     (12) 

Repeat (9) and (11) until the number of iterations reaches 

itrI . Finally, the estimated CSI 
itr,

ˆ ˆ
J IH H is obtained. The 

generated process of the estimated CSI is illustrated in 
Algorithm 1 of Tab. 2. 

4. Distributed QC-LDPC Coded SM 
Scheme 
The QC-LDPCC-SM scheme can be efficiently ex-

tended to cooperative scenarios by appropriately choosing 
the submatrices in (5) to generate two different QC-LDPC 
codes utilized at S and relay (R), respectively. The pro-
posed D-QC-LDPCC-SM scheme over quasi-static Ray-
leigh fading channel is observed in Fig. 4, where the par-
ity-check matrices at S and R are denoted as 1 [ , ]H C E  
and 2 1 2[ , , ]H D D I , respectively. It takes two time slots 
for a whole coded cooperative communication transmission. 

In time slot-1, the information sequence u  with K 
bits at the source is updated into u  of length bk Z  through 
the zero padding block. After the QC-LDPC1 encoding 
with the parity-check matrix 1 [ , ]H C E , we get the code 
sequence Sc of length b( 4) .k Z  By the zero removing 
and puncturing block, Sc  is transformed into the sequence 

Sc  of length 1 2N K Z  , where Sc  includes the infor-
mation part of length 2K Z  and parity part-1 of length 4Z 
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Fig. 4.  D-QC-LDPCC-SM scheme for cooperative communications. 

shown in Fig. 3. Next, Sc  is divided into 1( )S c  with 

1 1 1 11, 2,..., ( ) /L N N d     by the bit grouping block 
with 1N  being the number of dummy bits. After that, the 
SM mapper generates the T 1N   transmission vector de-
noted as 

 
1 1 1

T
, 1 1( ) [...,0, ( ),0,...]S S

m a mc c  (13) 

where 
1 1( )S

mc   is the modulated symbol, 1 {1,2,..., }m M  

and 1 1 T( ) {1,2,..., }a N  . Next, the transmission vector 

1 1, 1( )S
m a c  is sent towards the destination and relay nodes, 

respectively. The destination node receives signal sequence 
R 1

, 1( ) N
S D  z   given by 

 1 1

1 1

1

, 1 , , 1 , 1

( )
, 1 , 1

( ) ( ) ( )

            ( ) ( )

S
S D S D m a S D

a S
S D m S Dc

  

 

 

 

z H c n

h n
  (14) 

where R T
,

N N
S D

H   represents the channel matrix from 

source to destination, 1 1 R( ) 1
,

a N
S D

 h   is the fading vector, 

and R 1
, 1( ) N

S D  n   is source to destination noise vector. 

,S DH , 1 1( )
,

a
S D

h  and , 1( )S D n  are defined like H, ( )a h  and 

( )n  in (7), respectively. Likewise, the relay gets the 
T 1

, 1( ) N
S R  z   written as 

 1 1

1 1

1

, 1 , , 1 , 1

( )
, 1 , 1

( ) ( ) ( )

            ( ) ( )

S
S R S R m a S R

a S
S R m S Rc

  

 

 

 

z H c n

h n
                  (15) 

where T T
,

N N
S R

H  , 1 1 T( ) 1
,

a N
S R

 h   and T 1
, 1( ) N

S R  n   

are defined similarly as ,S DH , 1 1( )
,

a
S D

h  and , 1( )S D n  in (14), 

respectively. 

In time slot-2, the SM demapper performs demodula-
tion for the received signal , 1( )S R z  and gives rise to the 

soft LLR sequence , 1( ( ))S
S R Ψ c  which is fed into the bit 

ungrouping to get , ( )S
S RΨ c . The QC-LDPC1 decoding is 

then performed to generate the estimate ˆ Sc  of Sc . The 
QC-LDPC2 encoding block with the parity-check matrix 

2 1 2[ , , ]H D D I  encodes the sequence ˆ Sc  and produces 

the parity-check sequence Rc  of length (mb – 4) Z. 

Through the puncturing block, we obtain the sequence Rc  
with length 2 2N N K Z   , i.e., the parity part-2 exhib-

ited in Fig. 3. Similar to (13), the T 1N   transmission vec-

tor generated at the relay is written as the following form: 

 
2 2 2

T
, 2 2( ) [...,0, ( ),0,...]R R

m a mc c    (16) 

where 2 2 2 21, 2,..., ( ) /L N N d    , 
2 2( )R

mc   stands for 

the modulated symbol, 2 {1,2,..., }m M  and 2 2( ) {1,2,a    

T..., }.N At the destination, the signal sequence 
R 1

, 2( ) N
R D  z   is expressed as 

 2 2

2 2

2

, 2 , , 2 , 2

( )
, 2 , 2

( ) ( ) ( )

            ( ) ( )

R
R D R D m a R D

a R
R D m R Dc

  

 

 

 

z H c n

h n
   (17) 

where R T
,

N N
R D

H  , 2 2 R( ) 1
,

a N
R D

 h   and R 1
, 2( ) N

R D  n   

are defined like ,S DH , 1 1( )
,

a
S D

h  and , 1( )S D n  in (14). Finally, 

we employ the joint QC-LDPC decoding to decode the 
combined LLR sequence , ,( ) [ ( ), ( )]S R

S D R DΨ c Ψ c Ψ c  of 

, ( )S
S DΨ c  and , ( )R

R DΨ c  from the source and relay, respec-

tively, to get the estimated sequence ˆ u . 
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5. Performance Analysis for the 
Proposed Schemes 
This section analyses the theoretical performance of 

the proposed QC-LDPCC-SM and D-QC-LDPCC-SM 
schemes over quasi-static Rayleigh fading channel. The 
average error probability of the D-QC-LDPCC-SM scheme 
in cooperative scenarios can be derived from that of non-
cooperative QC-LDPCC-SM scheme. 

5.1  Performance Analysis for the QC-
LDPCC-SM Scheme 

Firstly, we derive the theoretical performance for the 
non-cooperative QC-LDPCC-SM scheme. The literature 
[9], [18] has defined the bit error probability (BEP) bp  for 

any linear binary code. Therefore, for the (N, K) QC-LDPC 
code, it can be mathematically written as 

 
min

b
ˆ( )

N
w

w d

A
p p

K

  X X  (18) 

where mind  stands for the minimum distance of the code 

and wA  represents the number of codewords of weight w 

determined by the simulations. ˆ( )p X X  denotes the 

unconditional error probability (UEP) committed by 
selecting the mapped coded SM symbol block 

, , ,[ (1), (2),..., ( )]m a m a m a LX c c c  instead of , ,
ˆ ˆ ˆ[ (1), (2),m a m aX c c  

,
ˆ..., ( )]m a Lc . By employing the method in [18], the UEP of 

the proposed non-cooperative scheme is given by 

 
,

/2

20

1 1ˆ( ) d
2sinS D

p M


 
 

    
 X X   (19) 

where 
,

( )
S D

M g  denotes the moment generating function 

(MGF) of 

 , 2
, F

ˆ|| ( ) ||
2
S D

S D


  H X X    (20) 

where ,S D  represents the signal-to-noise ratio (SNR). The 

integral of (19) is maximum when 2sin 1  , thus, the 
upper bound is  

 
,

1 1ˆ( )
2 2S D

p M
    
 

X X .   (21) 

For quasi-static Rayleigh fading channel, we use a known 
result from the theory of multivariate Gaussian distribu-
tions (see [19]) as the MGF. Substitute (21) into (18), and 
we get the BEP bound of the QC-LDPCC-SM. 

5.2  Performance Analysis for the D-QC-
LDPCC-SM Scheme 

Now, we discuss the BEP of the proposed D-QC-
LDPCC-SM scheme in cooperative scenarios. For the con-

venience of analysis, let the S-R link be ideal. As such, we 
only need to consider the two independent channels, i.e.,  
S-D and R-D channels. By multiplying the MFG functions 

,
( )

S D
M g  and 

,
( )

R D
M g  of the two links, the total MGF of 

the D-QC-LDPCC-SM is then obtained, and represented as 

 
, ,

coop ( ) ( ) ( )
S D R D

M g M g M g      (22) 

where ,S D  and ,R D  are mathematically denoted as 

 , 2
, , 1 1 F

ˆ|| ( ) ||
2
S D

S D S D


  H X X ,  (23) 

 , 2
, ,D 2 2 F

ˆ|| ( ) ||
2
R D

R D R


  H X X .  (24) 

In (23) and (24), 
1 1 1 1 1 11 , , , 1[ (1), (2),..., ( )]S S S

m a m a m a LX c c c  and 

2 2 2 2 2 22 , , , 2[ (1), (2),..., ( )]R R R
m a m a m a LX c c c  are the coded SM 

symbol blocks at the S and R, respectively. Furthermore, 

1 1
ˆ X X  and 2 2

ˆ X X . 

After using the mathematical manipulations, the total 
UEP of the D-QC-LDPCC-SM is given by 

, ,

/2

coop 2 20

1 1 1ˆ( ) d .
2sin 2sinS D R D

p M M


  
  

         
   X X  (25) 

By assuming 2sin 1  , the upper bound of (25) is 

  
, ,coop

1 1 1ˆ( )
2 2 2S D R D

p M M 
         
   

X X .   (26) 

The final BEP bound of the proposed D-QC-LDPCC-SM 
scheme can be measured by substituting (26) in (18), i.e., 

 
min

b coop
ˆ( )

N
w

w d

A
p p

K

  X X .  (27) 

In above description, the R is always in cooperation since 
we assume the S-R channel is ideal. However, in the case 
of non-ideal S-R link, the average of S-D, S-R and R-D 
channels is viewed as the overall probability [6]. 

6. Simulation Results 
The simulated results about the proposed schemes are 

discussed in this section. For a fair comparison, the coded 
cooperative and non-cooperative systems keep an identical 
code rate, i.e., Rc = 1/3 from the destination point of view. 
The information length K = 4096 and the lifting size 
Z = 192 are used. Furthermore, the ‘‘min-sum’’ algorithm 
with 50 iterations is used to decode LDPC codes. The SNR 
between the S-R link is represented as ,S R . Similarly, ,S D  

and ,R D  are the SNRs of the S-D and R-D links, respec-

tively. As compared to the source node, the relay node is 
deployed closer to the destination node. Therefore, we 
assume that a 1 dB SNR gain is given by the relay node, 
i.e., , , 1R D S D   . 
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6.1 Comparison of Theoretical and Simulated 
Results for the Proposed QC-LDPCC-SM 
and D-QC-LDPCC-SM Schemes 

In this subsection, we compare the theoretical and 
simulated results of the proposed QC-LDPCC-SM and D-
QC-LDPCC-SM schemes, as shown in Fig. 5. In the simu-
lation, the ideal source-to-relay channel ( ,S R   ) and 

quasi-static Rayleigh fading channel are assumed. It can be 
observed that their BER performances well agree with the 
corresponding theoretical results at high SNR, which vali-
dates the effectiveness of the proposed theoretical analyti-
cal frameworks. Furthermore, we notice that the proposed 
D-QC-LDPCC-SM scheme in cooperative scenarios out-
performs the non-cooperative QC-LDPCC-SM scheme 
under identical conditions. For instance, at a BER of 
5  10–7, the D-QC-LDPCC-SM scheme gains about 
1.25 dB in SNR over the QC-LDPCC-SM scheme. This 
can be attributed to the following two key points: a) The 
additional SNR gain given to the relay node helps the cor-
rect decoding of information sequence from the source 
node. b) At the destination, the joint QC-LDPC decoding is 
exploited to jointly decode the LDPC code. 

6.2 Performance Comparison of the QC-
LDPCC-SM and D-QC-LDPCC-SM with 
the Existing Systems 

This subsection compares their error performance of pro-
posed systems with the existing multi-level polar coded 
non-cooperative and cooperative SM systems over quasi-
static Rayleigh fading channel in [15], i.e., MLPC-SM and 
MLPCC-SM. The MLPC-SM and MLPCC-SM are used as 
the benchmarks for QC-LDPCC-SM and D-QC-LDPCC- 
SM, respectively. As observed from Fig. 6, the proposed 
QC-LDPCC-SM scheme performs better than the MLPC- 
SM scheme under the same conditions such as NT = 8, 
NR = 4 and 16-QAM. The superiority of the D-QC- 
LDPCC-SM scheme ( ,S R   ) over the MLPCC-SM 

scheme me is also exhibited in Fig. 6. The reason behind 
such an enticing gain is that the existing scheme utilizes 
successive cancellation polar decoding which is devoid of 
iterations. Furthermore, the existing scheme is not opti-
mized for fading channel as the selection of channel capac-
ities is based on heuristic approach. 

6.3 Performance Comparison of the Systems 
Based on Different Fading Channel 
Models 

In the wireless channel of the system, the fading is the 
finite multipath fading. Two fading channel models, i.e., 
the quasi-static Rayleigh fading channel model  
H and Rician fading channel model  

[15] Ric Ric Ric/ (1 ) +K K H H Ric1 / (1 )K H  are used  

to analyze the system error performance under the wireless 

 
Fig. 5. Performance comparison for theoretical and simulation 

results of the proposed schemes, NT = 8, NR = 4 and 16-
QAM. 

 
Fig. 6. Performance comparison for the proposed schemes 

with the existing schemes. 

channel, where KRic is the Rician factor and H̅ denotes an 
all one matrix. Figure 7 exhibits the performance curves of 
the non-cooperative uncoded system (without SM) utiliz-
ing a single antenna at each node, where BPSK is used. 
The results reveal that the performance based on the Rician 
fading channel model (with KRic = 2) is better than that 
based on the Rayleigh fading channel model. Thus, this 
shows that the Rician fading channel model could be the 
better to describe the wireless channel of the system. More-
over, Figure 8 demonstrates the impact of this channel on 
the performance of the proposed schemes. Observe in 
Fig. 8 that the QC-LDPCC-SM and D-QC-LDPCC-SM 
(S,R = ) schemes based on the Rician fading channel 
model outperform those based on the Rayleigh fading 
channel model, respectively. For instance, the D-QC-
LDPCC-SM scheme under the Rician fading channel model 



370 C. L. ZHAO, F. F. YANG, D. K. WAWERU, ET AL., DISTRIBUTED QC-LDPC CODED SPATIAL MODULATION FOR HALF-DUPLEX … 

 

 
Fig. 7. Performance of the non-cooperative uncoded system 

without SM based on different fading channel models. 

 
Fig. 8. Performance of the proposed schemes based on 

different fading channel models, NT=8, NR=3 and 16-
QAM. 

gains about 1 dB over that under the Rayleigh fading 
channel model at BER = 1  10–5. 

6.4 Performance Comparison of the D-QC-
LDPCC-SM Scheme under Non-Ideal and 
Ideal Source-to-Relay Links 

Figure 9 presents the BER performance of the D-QC-
LDPCC-SM scheme over quasi-static Rayleigh fading 
channel with different modulation techniques in the case of 
non-ideal (S,R  ) and ideal (S,R = ) source to relay 
channels. For each digital modulation scheme, the error 
performance of the non-ideal D-QC-LDPCC-SM scheme is 
close to that of the ideal D-QC-LDPCC-SM scheme if the 
source-to-relay link is excellent. Specifically, for 16-QAM, 

the D-QC-LDPCC-SM scheme under S,R = 5 dB is only 
0.2 dB worse than that under the ideal link. For 32-QAM 
and 64-QAM, the non-ideal cases (S,R = 6 dB and 8 dB) 
only lag behind by approximately 0.21 dB and 0.22 dB 
over their corresponding ideal cases, respectively. How-
ever, if the source-to-relay link under each modulation 
technique gets poor, i.e., S,R = 2 dB under 16-QAM, 
S,R = 3 dB under 32-QAM, and S,R = 4 dB under 64-
QAM, the achievable error performance is degraded and 
the scheme exhibits an early error floor. This is because 
incorrect decoding at the relay leads to error propagation. 
Moreover, Figure 9 illustrates that as the modulation order 
grows, a noticeable performance loss is generated. The 
behavior can be explained that higher order modulation is 
more sensitive against the bit errors, which causes the per-
formance degradation as a result.  

6.5 Performance of the Proposed Schemes 
with Perfect and Imperfect CSI 

In subsections 6.1–6.4, the perfect CSI is assumed. 
Here we present the error performance about the QC-
LDPCC-SM and D-QC-LDPCC-SM (S,R = ) employing 
16-QAM with the imperfect CSI under quasi-static Ray-
leigh fading channel. In non-cooperative scenarios, the 
parameters L = 1756, J = 439, T = L/J = 4 and Iitr = 6 are 
used to estimate the CSI. For a fair comparison, we utilize 
the parameters (L = 640, J = 160, T = L/J = 4, Iitr = 6) and 
(L = 1116, J = 279, T = L/J = 4, Iitr = 6) to estimate the S-D 
and R-D channels, respectively. From Fig. 10, it can be 
observed that the QC-LDPCC-SM scheme using the 
IJCEDD-VBL closely approaches the QC-LDPCC-SM 
using the perfect CSI. Furthermore, in cooperative scenar-
ios, we need to estimate the S-D and R-D links. However, 
the performance loss under imperfect CSI is within accepta- 

 
Fig. 9. BER performance of the D-QC-LDPCC-SM scheme 

with different modulation techniques under S,R =  
and S,R  , NT = 8 and NR = 5. 
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ble range compared to the performance of a perfect-CSI 
scenario. Thus, this validates the effectiveness of the pro-
posed IJCEDD-VBL scheme. Moreover, the numerical 
results demonstrate that the proposed IJCEDD-VBL out-
performs the existing IJCEDD scheme [17], where the 
performance gap is about 0.4 dB at BER = 5  10–5. 

In addition, we present the error performance of the 
proposed QC-LDPCC-SM scheme under the imperfect CSI 
with various number of iterations (i.e., Iitr = 1, 2, 3, 4, 5 and 
6). For estimating the CSI, the parameters L = 1756, 
J = 439 and T = L/J = 4 are used. The simulation results in 
Fig. 11 demonstrate that the system error performance is 
improved as the iteration number increases. However, the 
performance with Iitr > 3 changes very little as compared to 
the performance with Iitr = 3. Thus, an optimal value for the 
iteration number for Algorithm 1 is Iitr = 3. Moreover, the 
convergence behavior of the system error performance is 
also exhibited in the simulation results. Observe in Fig. 11 
that the system error performance starts to converge over 
the whole SNR when Iitr = 2. 

6.6 Performance Comparison of the QC-
LDPCC-SM Scheme and Other Schemes 

In the previous subsections of this section, the uncor-
related channel is assumed. In fact, the presence of local 
scatterers and insufficient antenna spacing will result in 
spatial correlation between the transmitting and receiving 
antennas. Therefore, the performance of the QC- LDPCC-
SM scheme over correlated Rayleigh fading channel under 
perfect CSI is also analyzed. The correlated fading chan-
nels can be mathematically modelled by 1/2 1/2

corr R TH H   

with 
R RR ,[ ]p q N Nz Z  and 

T TT ,[ ]p q N Nz Z  being the spatial 

correlation matrices at the receiver and transmitter, respec-
tively. During the simulations, zp,q = z*

p,q =zq–p with ()* 
denoting complex conjugation and z being the amount of 
correlation having | | 1z   [12]. System error performance 

using 16-QAM under correlated (z = 0.4 and 0.8) and un-
correlated (z = 0) channels is exhibited in Fig. 12. As illus-
trated in simulation results, the spatial correlation greatly 
affects the performance of the QC-LDPCC-SM scheme. 
Specifically, when compared to the QC-LDPCC-SM 
scheme over uncorrelated channel conditions, the QC-
LDPCC-SM scheme under correlated channel conditions 
suffers from a substantial performance degradation. 

Furthermore, the performance comparison between 
the proposed scheme and the turbo coded SM (TC-SM) 
scheme using different interleavers (i.e., the random and S-
random interleavers [20]) is also performed under identical 
conditions. In the TC-SM scheme, the turbo encoder con-
tains two identical recursive systematic convolutional 
(RSC) encoders and an interleaver. Each RSC encoder has 
the generator matrix G = [1,5/7]8. Also, the turbo decoder 
with soft out Viterbi algorithm (SOVA) uses eight itera-
tions (the optimal number of decoding iterations is eight) to 
recover the source information. From Fig. 12, we observe 

 
Fig. 10. Performance of proposed schemes with the perfect and 

imperfect CSI, 16-QAM, NT = 8 and NR = 4. 

 
Fig. 11.  Performance comparison of the QC-LDPCC-SM 

scheme under the imperfect CSI with various number 
of iterations, 16-QAM, NT = 8 and NR = 4. 

that the QC-LDPCC-SM scheme (z = 0.4) has a better BER 
performance compared with the TC-SM scheme using 
different interleavers. For example, for the TC-SM scheme, 
the system performances with the random and S-random 
interleavers are separately 1.8  10–5 and 5.6  10–6 at 
SNR = 9 dB. However, at the same SNR, the QC-LDPCC-
SM scheme (z = 0.4) demonstrates excellent performance, 
i.e., 1.6  10–6. Thus, this exhibits the superiority of our 
proposed scheme in comparison to its counterparts. 

7. Conclusion 
We propose the QC-LDPCC-SM scheme in this 

manuscript. To validate the efficacy of coded cooperation, 
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Fig. 12. Performance for the QC-LDPCC-SM and TC-SM 

schemes, 16-QAM, NT = 8 and NR = 4. 

the D-QC-LDPCC-SM scheme as an extension of the QC-
LDPCC-SM scheme is also presented. We derive the BER 
bound for the proposed schemes that verify the simulation 
results over quasi-static Rayleigh fading channel. Through 
Monte Carlo simulations, we observe the superiority of the 
D-QC-LDPCC-SM scheme compared to its non-coopera-
tive counterpart. Also, the proposed schemes provide better 
error performance than the existing schemes. Moreover, we 
examine the proposed QC-LDPCC-SM and D-QC-LDPCC-
SM schemes under the perfect and imperfect CSI. The 
numerical results show that the performance under the 
imperfect CSI generated by the proposed IJCEDD-VBL 
can approach the performance under the perfect CSI. 
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