Low Latency SC Decoder Architecture for Interleaved Polar Codes

Nandini JALI, Pullakandam MURALIDHAR, Sreehari Rao PATRI

Dept. of ECE, National Institute of Technology, Warangal - 506004, Telangana, India

jalinandini@gmail.com, pmurali@nitw.ac.in, patri@nitw.ac.in

Submitted October 7, 2021 / Accepted May 10, 2022 / Online first August 16, 2022

Abstract. Interleaved polar (I-Polar) codes, a new facet of polar codes to achieve better channel capacity, is designed by placing the interleaver and deinterleaver blocks midway between the stages of the polar codes. Low latency hardware optimization makes their implementation even more suitable for ultra-reliable low latency applications. This study proposes an optimal hardware design for low latency interleaved polar codes by reframing the last stage of the interleaved successive cancellation decoder. A high-speed adder-subtractor is used to reduce the latency further, thus increasing the speed of operation. Interleaving data in the proposed polar codes augment BER performance compared to conventional \((n, k)\) polar codes. The proposed I-Polar codes are synthesized using Synopsys design compiler (SDC) in CMOS 65-nm technology. Results show that the latency is reduced by 50.5% on average compared to the conventional polar codes as high-speed adder and merged processing elements are used. Moreover, the average gate count and power are reduced by 14% and 40.56%, respectively.
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1. Introduction

High-speed communication with good performance is the primary concern in wireless communication systems usage framework consisting of enhanced mobile broadband communications (eMBC), massive machine type communication (MMTC) and ultra-reliable low latency communications (URLLLC). The invention of polar codes is the breakthrough in forward error correction techniques of wireless communication systems. The low-complexity forward error correction codes proposed in [1] are the first to achieve the channel capacity of symmetric binary input memoryless channels. It is well known that polar codes are based on channel polarization for dividing the channel into reliable and unreliable channels by combining and splitting the channels. Unreliable channels are filled with frozen bits ‘0’, whereas reliable channels are filled with information bits.

Successive cancellation (SC) decoding is the standard decoding algorithm for the polar codes derived in [1] with low complex hardware architecture and \(O(n \log n)\) operations. It suffers from significant decoding latency and high hardware costs for long code lengths due to its sequential nature. The combinational logic-based SC polar decoder proposed in [2], which operates at low clock frequencies, has a trade-off between the throughput and energy-efficient systems for moderate code lengths. For long code lengths, a hybrid circuit with a combinational circuit and sequential SC was used. To alleviate the delay accrued in standard SC decoding methods, a partial sum update logic was proposed in [3].

An efficient semi-parallel SC decoder using processing elements, which has high-performance network architecture with low critical path delay, was proposed in [4] with XOR and AND gates. One’s complement-based merged processing element implemented in [5] removes the adder to convert 1’s complement to 2’s complement. As a result, the hardware complexity decreases and throughput increases. A low complex SC decoder was presented in [6]. The frozen bit calculation is pruned since the sequence of frozen bits is known at transmitter and receiver. In addition, the SC decoder’s sequential structure is used to calculate information bits.

The novel LLR representation scheme for SC polar decoder was presented in [7] by representing in a redundant manner leading to low complexity and high-speed circuitry. Its throughput efficiency is higher than previous decoders. Throughput can be further increased to attain higher speed. A high-speed low complex algorithm for PE using 2’s complement representation of logarithmic like hood ratios was implemented in [8]. It reduces the critical path delay and simplifies computation complexity. The throughput and frequency are better for the presented algorithm using 2’s complement representation of LLRs. 2’s complement representation increases the hardware complexity. A novel parallel polar encoding and decoding is proposed using the cyclic redundancy check for the high throughput implementations was proposed in [9]. It further reduces the latency and throughput compared to the conventional SC polar decoder. Addition of CRC may further increase the complexity.
Concatenated codes with different interleaving schemes like good performance can be attained with a low bit error rate. Deinterleavers are used at the receiver to get back the interleaver, which reorders the bit sequence to reduce the error of the channel. The group errors that appeared on particular group together due to synchronization and multipath fading for different code lengths. During transmission, bit errors thus giving better performance than standard polar codes. Interleaved polar (I-Polar) codes proposed in [15] are the new class of polar codes developed by inserting the information bits into the interleaver between the intermediate stage of the polar codes, thus giving better performance than standard polar codes for different code lengths. During transmission, bit errors group together due to synchronization and multipath fading of the channel. The group errors that appeared on particular bits are distributed through the block length using the interleaver, which reorders the bit sequence to reduce the error. Deinterleavers are used at the receiver to get back the sequence of bits transmitted. By using the best interleaver, good performance can be attained with a low bit error rate. Concatenated codes with different interleaving schemes like random interleaving and blind interleaving were presented in [16]. Bit error rate performance of concatenated polar codes with blind interleaving is better than with random interleaving. Concatenated polar codes with SCL decoding are better than SC decoding, but the complexity increases when the list size increases.

Till now, most of the researchers have designed low complexity successive cancellation polar decoders. However, the polar codes still suffer from the reliability issues. To increase the reliability of the polar decoders, I-Polar codes were designed in [15]. The authors have proposed processing element based I-Polar codes to increase the throughput. The main contributions are as follows:

- The last stage of the I-Polar decoder is reformulated to decode two bits simultaneously using the processing element.
- A high-speed adder-subtractor block is used in the $G$ function in all the stages to increase the throughput and reduce the delay concurred by the ripple carry adder in $G$ function.

This paper focuses on the hardware architecture of low latency interleaved polar codes to attain good performance and high throughput. The rest of the paper is organized as follows: Section 2 demonstrates the basics of polar codes and I-Polar codes. Section 3 discusses low latency interleaved polar codes. Section 4 provides the simulation results, synthesis results of the proposed I-Polar decoder obtained using Synopsys design compiler (SDC) in CMOS 65-nm technology and comparison with the conventional polar codes. Section 5 concludes the contents discussed in this article.

2. Previous Work

2.1 Polar Codes

Polar codes are the linear block codes (LBC) represented by $(n, k)$, where $n$ (i.e., $n = 2^N$, $N = 1, 2, 3, 4, \ldots$) denotes code length for any positive integer $N$ and $k$ denotes the number of message bits. The ratio of $k$ to $n$ represents the rate, and $(n - k)$ bits are assigned as frozen bits $0 \in I^C$. The encoding uses the general Kronecker matrix $G$ given in (1).

$$G = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}. \quad (1)$$

The Kronecker matrix can be extended to any $N$. The codeword to be transmitted in (2) is generated by the input $U_N$ (i.e., $U_N = I + I^C$) and the Kronecker product.

$$T_N = U_N \odot \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} \otimes n. \quad (2)$$
The architecture of polar encoder is shown in Fig. 1. The white circles and black dots at input represent the frozen (unreliable) bits and message (reliable) bits, respectively. Information bits are assigned to the reliable channels, while the frozen bits are assigned to the unreliable channels. Encoded bits $T_n$ are deduced through the recursive XOR operation of the input bits ($U_n$). They are modulated and transmitted through the channel. The considered physical parameters of the transmission setup and channel are listed in Tab. 1. The noise that exists in the channel gets added to the encoded bits during transmission. The receiver demodulates the received signal. After that, the SC decoder is used to process the received signals. The probability values obtained at the receiver are to be decoded by the decoder. In practical applications, soft information values are computed based on the likelihood ratio (LR) instead of probability values. To reduce the computational complexity and potential overflow, the likelihood ratios are further transformed to the logarithmic domain and these logarithmic likelihood ratios (LLRs) are processed in the decoder to get the final output vector. The LLR calculation was illustrated in [15] and is represented as given below in (3)–(5).

$$LR(U_1) = \frac{P(U_1 = 0)}{P(U_1 = 1)} = \frac{1 + LR(T_1)LR(T_2)}{LR(T_1) + LR(T_2)}, \quad (3)$$

$$LR(T_1) = \frac{P(T_1 = 0)}{P(T_1 = 1)}, \quad LR(T_2) = \frac{P(T_2 = 0)}{P(T_2 = 1)}, \quad (4)$$

$$LLR(U_1) = 2 \tanh^{-1}(\tanh(LR(T_1))/2) \tanh(LR(T_2))/2). \quad (5)$$

The polar codes are sequentially decoded by an SC decoder that operates in $m$ (i.e., $m = \log_2 n$) stages and estimates one bit per cycle. It can be seen from Fig. 2 that the SC decoder mainly consists of $F$ and $G$ functions, process the logarithmic likelihood ratios received from the channel $(T_1, T_2, \ldots, T_n)$, and a multiplexer, as illustrated in Fig. 4. The control signal given to the multiplexer in Fig. 4 is the partial sum generated from the previously decoded bits. $F$ and $G$ units in each stage of the SC decoder are computed by (6) and (7), respectively.

$$F(T_1, T_2) = \text{sign}(LLR(T_1)) \text{sign}(LLR(T_2)) \min |LLR(T_1)|, |LLR(T_2)|, \quad (6)$$

$$G(T_1, T_2) = LLR(T_1)(-1)^{\text{sign}(LLR(T_2))} + LLR(T_2). \quad (7)$$

<table>
<thead>
<tr>
<th>Codes</th>
<th>Linear block codes ((n, k) polar codes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code rate ($k/n$)</td>
<td>1/2</td>
</tr>
<tr>
<td>Code length ($n, k$)</td>
<td>(1024, 512)</td>
</tr>
<tr>
<td>Channel</td>
<td>Binary input memoryless channels</td>
</tr>
<tr>
<td>SNR ($E_b/N_0$)</td>
<td>1 dB to 3 dB</td>
</tr>
</tbody>
</table>

Tab. 1. Physical parameters.
Channel values are processed using \( F \) and \( G \) functions that generate LLR values till \((m - 1)\) stages. At the final stage, after all \( F \) and \( G \) computations, each bit is decoded based on \( X_i \). If the decoded bit is frozen, it is assigned with 0, irrespective of the value of \( X_i \). If the decoded bit is an information bit and \( X_i \geq 0 \), then the information bit is assigned with ‘0’. In case \( X_i < 0 \), the information bit is assigned with ‘1’, as given in (8).

\[
U_i = \begin{cases} 
1, & \text{if } X_i < 0 \\
0, & \text{if } X_i \geq 0, \text{frozen.} 
\end{cases}
\]

The decoded bits propagate back to the \( G \) function. Depending on the XOR operation of previously decoded bits, the LLRs to the \( G \) function are either added or subtracted. If the XOR operation of decoded bits yields zero, the LLR values are added. If it yields one, the LLR values are subtracted. This process continues till all the bits are decoded. For example, in the case of an \((8,4)\) successive cancellation decoder, the decimal digits on the top of the \( F \) function and the \( G \) function in Fig. 2 represent the sequence of operations.

\subsection{2.2 I-Polar Codes}

I-Polar codes (I-Polar) are a new version of polar codes designed by placing the interleavers between the intermediate stages of the polar codes. Interleaver is used in conjunction with error-correcting code to reduce the errors. It redistributes symbols based on a mapping technique. Inverse mapping is used by a corresponding deinterleaver to reconstruct the original symbol sequence. In a communication system, interleaving and deinterleaving can aid in mitigating the burst errors. It disperses a sequence of bits in a bitstream to minimize these burst errors during transmission. It improves the performance of FEC codes by arranging data in a non-contiguous way.

Convolution interleavers and block interleavers are two types of interleaver techniques used with FEC codes. Matrix interleaver, which is a block interleaver technique, is employed in this paper to reduce the errors. It takes row-wise input bit sequence and gives column-wise output bit sequence. The advantage of using the interleavers is to reduce the burst errors inserted in the channel. The disadvantage of interleavers is the delay produced by the mapping process of the interleavers. Though there is a slight increase in the delay due to inclusion of interleavers, there is a considerable improvement in the overall performance of I-Polar codes.

The number of interleaver stages in the I-Polar codes is \((m - 1)\), where \( m = \log_2 n \). They are arranged with a size of \( 2^N \), where \( N(N = 1, 2, 3, \ldots, m - 1) \) represents stage. As the number of stages increases, the size of the interleaver increases. At each stage, \( 2^N \) bits are interleaved and non-interleaved systematically, as shown in Fig. 5.

\section{3. I-Polar Codes Using Processing Element}

I-Polar codes decoded by the SC decoder suffer from high latency due to sequential \( F \) and \( G \) operations. An approach is proposed in the paper to reduce latency and increase throughput. By replacing the adder-subtractor block of \( G \) function in \( m - 1 \) stages with the carry look-ahead adder-subtractor block, the output bits are decoded by merging the \( F \) and \( G \) functions of SC decoders that are present in the last stage. This merging of \( F \) and \( G \) functions in the last stage is the reformulation of a processing element to decode 2-bits in a single clock cycle. The proposed I-Polar decoder using the processing element is shown in Fig. 7. This approach reduces the number of clock cycles required to decode all the output bits after reformulation of the processing element to 0.75n – 1 clock cycles. Carry look-ahead block increases the speed of operation by reducing the delay occurred due to the carry and borrow propagation in a ripple carry adder-subtractor. Consequently, it reduces the latency in decoding the output bits.
The decoding procedure and placement of deinterleavers are the same as the I-Polar decoder until the final stage. The size of deinterleavers for an \((n,k)\) code length varies from \(2^N\) to the size of 2-bit deinterleavers. After 2-bit deinterleavers, the processing element removes the \(F\) and \(G\) functions in the final stage.

The processing element (PE) inputs are frozen input \(1(F_1)\), frozen input \(2(F_2)\) and LLR values from the previous stage. The hardware of the processing element consists of a comparator, two XOR gates, two NAND gates, two AND gates and one multiplexer whose control input is frozen input \(1(F_1)\). Comparator generates high output if \(|\text{LLR}(T_1)|\geq|\text{LLR}(T_2)|\). The gate-level representation of the PE is shown in Fig. 8. The critical path delay of the processing element is expressed in (9), where \(T_{\text{Comp}}, T_{\text{XOR}}, T_{\text{Mux}}\) and \(T_{\text{AND}}\) are the delay accumulated by comparator, XOR gate, multiplexer and AND gate respectively.

\[
T_{\text{Critical path PE}} = T_{\text{Comp}} + T_{\text{XOR}} + T_{\text{Mux}} + T_{\text{AND}}. \tag{9}
\]

The logic representing the operation of the processing element is given in (10) and (11).

\[
U_{(2i-1)} = \begin{cases} 
S_1 \oplus S_2, & \text{if } F_1 = 0 \\
0, & \text{if } F_1 = 1,
\end{cases}
\tag{10}
\]

\[
U_{(2i)} = \begin{cases} 
S_2, & \text{if } F_1 = 0 \text{ and } F_2 = 0 \\
0, & \text{if } F_2 = 1 \\
C \oplus S_1 \oplus S_2, & \text{if } F_1 = 1 \text{ and } F_2 = 0.
\end{cases}
\tag{11}
\]

The truth table for the possessing element is shown in Tab. 2. Depending on \(F_1\) and \(F_2\) states, it can be decided that whether \(U_{(2i-1)}\) and \(U_{(2i)}\) are information bits or frozen bits. \(U_{(2i-1)}\) is considered as information bit if \(F_1\) is low. In contrast, it is considered as a frozen bit if \(F_1\) is high. \(U_{(2i)}\) is considered as an information bit if \(F_2\) is low. In comparison, it is considered as a frozen bit if \(F_2\) high. If both \(F_1\) and \(F_2\) inputs are low, \(U_{(2i-1)}\) and \(U_{(2i)}\) are considered information bits, thereby \(U_{(2i-1)}\) depends on sign\((T_1)\) and sign\((T_2)\), \(U_{(2i)}\) depends on sign\((T_2)\). If \(F_1\) is low and \(F_2\) is high, output \((U_{(2i-1)})\) depends on the sign\((T_1)\) and sign\((T_2)\), whereas \(U_{(2i)}\) is zero. If \(F_1\) is high and \(F_2\) is low, output \((U_{(2i-1)})\) depend on the comparator output \(C\) in Fig. 8, whereas \(U_{(2i-1)}\) is zero. If both input \(F_1\) and \(F_2\) are high, outputs \((i.e., U_{(2i-1)}\) and \(U_{(2i)}\)) are zero irrespective of the sign and comparator values. The mathematical expressions of \(U_{(2i-1)}\) and \(U_{(2i)}\), which are formed from the truth table, are given in (12) and (13), respectively.

\[
U_{2i-1} = \overline{F_1} (S_1 \oplus S_2), \tag{12}
\]

\[
U_{2i} = F_2 S_1 \left( \overline{F_1} + C \right) + F_1 \overline{F_2} S_1 C. \tag{13}
\]
The algorithmic representation of the interleaved polar decoder using a processing element is shown below.

**Algorithm 1.** Decoding algorithm for I-Polar codes using processing element.

**Input:** \( \text{LLR} (T_1), \text{LLR} (T_2), \text{LLR} (T_3), \ldots, \text{LLR} (T_N) \).

**Output:** \( U_1, U_2, U_3, \ldots, U_N \).

1. \( F_1, F_2 \) are frozen bits or information bits, \( S_1 \) & \( S_2 \) are sign bits of \( \text{LLR} (T_1) \) & \( \text{LLR} (T_2) \).
2. Computation of \( F \) functions \( \rightarrow F(T_1, T_2) = S_1 S_2 \min (|\text{LLR} (T_1)|, |\text{LLR} (T_2)|) \).
3. \( 2^N (N = (m-1, \ldots, 2, 1 \text{ respectively at each stage}) \) deinterleaving till final stage.
4. Final stage: computation by processing element
   - **Case 1:** \( F_1 = 0, F_2 = 0 \)
     1. \( \rightarrow U_{2j-1} = S_1 \oplus S_2, U_{2i} = S_2 \)
   - **Case 2:** \( F_1 = 0, F_2 = 1 \)
     1. \( \rightarrow U_{2j-1} = S_1 \oplus S_2, U_{2i} = 0 \)
   - **Case 3:** \( F_1 = 1, F_2 = 0 \)
     1. \( \text{if } S_1 = +Ve \& S_2 = +Ve \) then
     2. \( U_{2j-1} = 0, U_{2i} = 0 \)
     3. \( \text{else if } S_1 = +Ve \& S_2 = -Ve \) then
     4. \( U_{2j-1} = 0, U_{2i} = S_2 \oplus C \)
     5. \( \text{where } C = 1 \text{ if } [|\text{LLR} (T_1)|] > [|\text{LLR} (T_2)|] \)
     6. \( \text{else if } S_1 = -Ve \& S_2 = +Ve \) then
     7. \( U_{2j-1} = 0, U_{2i} = S_2 \oplus C \)
     8. \( \text{else if } S_1 = -Ve \& S_2 = -Ve \) then
     9. \( U_{2j-1} = 0, U_{2i} = 1 \)
     10. **end if**
   - **Case 4:** \( F_1 = 1, F_2 = 1 \)
     1. \( \rightarrow U_{2j-1} = 0, U_{2i} = 0 \)

**Computation of \( G \) functions \( \rightarrow G(T_1, T_2) = \text{LLR} (T_1)(-1)^U + \text{LLR} (T_2) \).

**Computation of \( F \) and \( G \) functions till last stage and final stage is computed using processing element.**

**Final output vector** \( U (U_1, U_2, U_3, \ldots, U_N) \).

### 3.1 I-Polar Decoder Architecture

The precomputation SC decoder architecture of I-Polar codes reduces the latency of the conventional SC algorithm. It consists of merged \( F \) and \( G \), processing element and partial sum generator (PSG) logic. The partial sum from the previously decoded bits is generated by the PSG block.

The merged \( F \) and \( G \) depicted in Fig. 9 includes the \( F \) function with deinterleaver and the \( G \) function with carry look-ahead adder-subtractor. Ripple carry adder-subtractor in \((m-1)\) stages is replaced with the high-speed carry look-ahead adder-subtractor. Thus, the speed of operation increases, and latency decreases. As a result, throughput increases. The tree-based precomputation architecture of proposed I-Polar codes is shown in Fig. 10. Look ahead reformulation with processing elements, partial sum block and outputs from previous stages, shown in Fig. 11, is designed to decode the output bits quickly by decreasing the latency.

The decoding clock cycles of \((8,4)\) I-Polar codes with clock, different stages of operation \((\text{i.e., stage 1, stage 2 and stage 3})\) and output is depicted in Tab. 3.
4. Results

Bit error rate performances of the conventional polar codes and the proposed I-Polar codes are shown in Fig. 12. Performance comparison reveals that the bit error rate of the proposed I-Polar codes is better than the conventional polar code when $E_b/N_0$ is less than 3 dB, when $E_b/N_0 > 3$ dB, the BER of both the conventional polar codes and the proposed I-Polar codes are almost identical. Thus when signal strength is poor, the BER performance is superior in I-Polar codes.

The architectures of conventional polar codes and the proposed I-Polar code are modelled using Verilog HDL. The proposed I-Polar decoder is synthesized in the Synopsys design compiler using CMOS 65 nm technology. Table 4 shows the synthesis results of the proposed (1024, 512) I-Polar decoder and some SC decoders in the literature. The proposed I-Polar decoder with a code rate of 0.5 and (1024, 512) code length has achieved 50.5% average reduction in latency. Furthermore, the average power and gate count are reduced by 40.56% and 14% which are comparatively better than the existing SC decoders. Numerical results for different codeword length to demonstrate the generality are listed in Tab. 5.

5. Conclusion

The highly performant I-Polar codes, which achieves low latency due to the processing element, has been presented. In addition, the carry-lookahead adder-subtractor in the $G$ function in $(m-1)$ stages further decreases the latency and increases the speed of operation. The synthesis of the proposed I-Polar codes has been done in CMOS 65 nm technology using Synopsys design compiler. Implementation results show improvement in latency, area and throughput. The latency of the proposed decoder is reduced on an average of 50.5% compared to the conventional polar codes. The proposed I-Polar codes has better BER performance with reduced complexity compared to the conventional polar codes.
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