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Abstract. In order to improve the adverse influence of 
fading channel in communication system, a distributed 
Goppa coding scheme is proposed in this paper. Two 
Goppa codes are set at the source node and the relay node 
in this scheme respectively. An optimal design criterion at 
the relay is proposed to obtain the optimal joint resultant 
code at the destination. Furthermore, two novel joint de-
coding algorithms are proposed to enhance the overall 
BER performance of the proposed scheme. Monte Carlo 
simulations show that the proposed distributed Goppa 
coding scheme outperforms the non-cooperative scheme. 
Moreover, the proper information selection approach at 
the relay performs better than random selection in the 
proposed distributed Goppa coding scheme. 

Keywords 
Goppa codes, distributed coding schemes, joint 
decoding algorithms 

1. Introduction 
In the wireless communication system, signal fading 

occurs that is a significant element influence the perfor-
mance of the communications system. When transmitting 
a signal through a fading channel, the strength of the re-
ceived signal will also change due to the change of fading. 
When the channel is in deep fading, the signal received by 
the receiver is very weak, which will lead to reception 
error. In order to achieve the identical transmission per-
formance as non-fading channel, greater signal transmis-
sion power is required in fading channel. Diversity tech-
nology is an effective means to improve the system per-
formance in fading channel [1]. Its core idea is that the 
receiver can get the signal carrying the same information 
and transmitted through multiple independent channels. 
Common technologies include polarization diversity, fre-
quency diversity, spatial diversity and time diversity. 

Spatial diversity is an effective means of combating 
wireless channel fading. Multiple-input multiple-output 
(MIMO) system can obtain high-order diversity gain and 

effectively reduce the transmission bit error rate; or reduce 
the transmission power while keeping the bit error rate 
unchanged, or improve the system capacity [2]. However, 
in wireless communication systems such as cellular mobile 
communication and wireless sensor networks, it is difficult 
to implement multi-antenna technology due to the limita-
tions of volume, weight, power consumption and cost. 
Even if multiple antennas are implemented on the terminal 
equipment, significant diversity gain cannot be obtained 
because the distance between antennas is not far enough. In 
this way, the physical multi antenna can only be realized 
on the base station. The core idea of cooperative diversity 
is to achieve virtual multiple antennas by cooperating 
among end users with only a single antenna and sharing 
their antennas with each other in some way, so as to obtain 
diversity gain and improve system performance. 

The idea of cooperative diversity can be traced back 
to the relay channel studied by Cover and Gamal [3]. 
A relay channel is formed by a source node, destination 
node and a relay node. The source node transmits signals, 
which are subsequently processed and transmitted by the 
relay. Ultimately, the destination node receives signals 
from both the source node and the relay node, so it can 
receive multiple copies of the signal from the source node, 
enabling transmission diversity. In the relay channel, the 
relay node only forwards the signal from the transmitting 
node and does not transmit the signal itself. Cover and 
Gamal analyzed the capacity of the relay channel and con-
cluded that the capacity of the whole relay channel is better 
than that between the source node and the destination node 
in most cases. Different cooperative relay information 
forwarding protocols have been presented, such as ampli-
fy-and-forward [4], compress-and-forward [5] and decode-
and-forward [6]. Combining these protocols with channel 
coding builds a more effective mode of cooperation, which 
is known as coded-cooperative. Low density parity check 
(LDPC) codes [7], turbo codes [8], polar codes [9] and 
Reed-Muller (RM) codes [10] are applied to coded-
cooperative schemes in the existing literature [11–15]. 

Recently, with the rapid development of Internet of 
Things technology, communication between devices and 
between machines has been widely used. For those types of 
wireless communication, most of them use short or medi-
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um length information sequences for transmission. Umar et 
al. [10] used RM codes in the coded-cooperative scheme. 
Mughal et al. [16] applied polar codes in the code-
cooperative scheme. However, in the existing literature, the 
coding cooperation scheme of Goppa code has not been 
studied so far. Goppa code construction is more powerful, 
as it is sure that there exist some Goppa code which meet 
the Gilbert-Varshamov bound [17]. Goppa code is a simple 
manifestation of the highly developed theory of algebraic-
geometric duality between rational functions and differen-
tials on an algebraic curves over finite fields. Goppa code 
[18], as a subcode of Generalized Reed-Solomon (GRS) 
code, is similar to Bose-Chaudhuri-Hocquenghem (BCH) 
code as a subcode of Reed-Solomon (RS) code. It is very 
similar to BCH code in encoding and decoding [19], [20]. 
However, the difference is that Goppa code is very flexible 
in construction, and the code length is not limited like BCH 
and RS code. We propose a distributed Goppa coding 
scheme where Goppa codes are adopted at source and relay 
nodes, which together construct a new code at the destina-
tion. The relay decodes and forwards the information re-
ceived from the source node. Different information selec-
tion at relay results in the code structure of joint code. 
Hence, two different information selection approaches are 
proposed to optimize the resultant code at the destination. 

The rest of this paper is organized structurally as fol-
lows. Section 2 details the sing relay cooperative commu-
nication system model and design of distributed Goppa 
coding scheme after a brief preliminary on Goppa codes. 
Two information selection methods at relay are described 
in Sec. 3. Section 4 describes two joint decoding algo-
rithms. Section 5 presents simulation results of the distrib-
uted Goppa coding scheme. Finally, Section 6 concludes 
the paper. 

2. Design of Distributed Goppa Code 

2.1 Single Relay Cooperative Communication 
System Model 
A model of single relay cooperative communication 

system model is shown in Fig. 1. Single relay communica-
tion system generally consists of three nodes: source node 
S, relay node R and destination node D. Relay transmission 
mode adopts half-duplex transmission mode. All nodes use 
a single antenna to transmit and receive signals. 

In the first time slot, the source node S sends the sig-
nal xS to the relay node R and the destination node D. This 
stage can be regarded as the broadcast stage. The relay 
node receives the signal ySR and the destination node re-
ceives the signal ySD: 

 
1 1

SR SR S SR
1 1

SD SD S SD

,= +

= +

y h x n

y h x n
 (1) 

 
Fig. 1. Single relay cooperative communication system model. 

where n1
SR is the additive white Gaussian noise in the 

channel, a complex Gaussian variable with zero-mean and 
σ2/2 variance per dimension in the channel from the source 
node to the relay node, where σ2 is the power spectral den-
sity (PSD) of noise. The h1

SR is channel fading coefficient 
from the source node to the relay node, a complex Gaussi-
an variable with zero-mean and 0.5-variance per dimension 
[1], [21]. The n1

SD and h1
SD are defined similar to n1

SR and 
h1

SR, and the subscript means the channel of transmission. 

In the second time slot, the relay node R sends the 
signal xR which is recoded signals from the correct decod-
ing of the signal ySR received from the source node. The 
signal ySD is received in the destination node: 

 2 2
RD RD R RD= +y h x n  (2) 

where h2
RD and n2

RD are defined similar to h1
SR and n1

SR in 
(1). The destination node concatenates the received 
information sent from the source node and the relay node 
into a joint code. Assume ySR = [y1

0, y1
1,…,y1

n–1] and 
yRD = [y2

0, y2
1,…,y2

n–1], then the joint code y. 

 [ ] 1 1 1 2 2 2
SR RD 0 1 1 0 1 1, ,..., , , ,...,n ny y y y y y− − = =  y y ,y .  (3) 

Then demodulate the joint signal y and perform joint 
decoding. In this manuscript, the Goppa code is applied to 
this communication system model. 

2.2 Goppa Code 
Let L = {α0, α1, …, αn – 1} be a subset of n distinct 

elements in Ω = GF(qm) (q is prime or prime power, m is 
a positive integer) and g(z) ∈ Ω[z] (deg g(z) = r, 0  ≤ r ≤ n) 
be a monic polynomial of degree such that g(αi) ≠ 0 for all 
αi ∈ L. Then the Goppa code Γ(L, g(z)) is a set of all 
codewords c = {c0, c1, …, cn – 1} ∈ Fn (F = GF(q)) such 
that: 

 
1
0

0 mod ( )
n i
i i

c
g z

z α
−

=
≡

−∑ .  (4) 

The polynomial g(z) is called Goppa polynomial. If 
the Goppa polynomial is irreducible, then Γ(L, g(z)) is said 
to be an irreducible Goppa code. The parity check matrix 
of the Goppa code Γ(L, g(z)) is given by: 
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A Goppa code has length n equal to the number of 
elements in set L, dimension k ≥ n – mr and the minimal 
distance d satisfying d ≥ r + 1. 

Example 1: Take g(z) = z2+ z + 1 and L = 
{0, 1, α, α2, α3, α5, α4, α6} ⊆ GF(23) where α a primitive 
element of GF(23). None of the elements in set L is the root 
of polynomial g(z). We obtain a Goppa code Γ(L, g(z)) 
with parameter n = 8, k = 2, d = 5. Its parity check matrix is 
as follows: 
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2 4 2 4
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Each element in matrix H is converted into its 
corresponding 3-dimensional vector, and we obtain the 
binary check matrix of the Goppa code. 

 1

0 0 0 0 0 01 1
0 0 0 01 1 1 1
0 0 0 01 1 1 1 .
0 1 1 1 1 1 1 1
0 0 0 01 1 1 1
0 0 0 01 1 1 1

 
 
 
 

=  
 
 
 
  

H  (7) 

Perform elementary row transformation on H1 to obtain the 
system check matrix H2.  

 2

0 0 0 0 01 1 1
0 0 0 0 01 1 1
0 0 0 0 0 01 1 ,
0 0 0 0 0 01 1
0 0 0 0 0 01 1
0 0 0 0 0 01 1

 
 
 
 

=  
 
 
 
  

H  (8) 

 
1 1 1 1 0 0 1 0

.
1 1 0 0 1 1 0 1

 
=  

 
G  (9) 

So far, we get the generating matrix G then obtain the 
(8,2,5) Goppa code, whose codeword set is {(0 0 0 0 0 0 0 0), 

(1 1 1 1 0 0 1 0), (1 1 0 0 1 1 0 1), (0 0 1 1 1 1 1 1)}. End 
of example. 

2.3 Optimized Design for Distributed Goppa 
Codes 
Figure 2 illustrates the system model of distributed 

Goppa coding scheme. The information sequence m gener-
ated by the source node requires two time slots and two 
different sets of Goppa encoders for transmission over 
Rayleigh fading channel. Goppa code C1 (N,K1,d1) is ap-
plied by the source and C2 (N,K2,d2), (K2 ≤ K1) is employed 
by the relay. 

During the first time-slot, the message sequence m is 
encoded by systematic Goppa code C1 (N,K1,d1) to obtain 
codeword sequence c1. After 16-QAM modulation, the 
source node sends the modulation signals xS to both the 
relay and destination nodes. The relay receives signals ySR 
and the destination receives signals ySD.  

During the second time-slot, the signals ySR is de-
modulated to obtain the sequence r1. Then sequence r1 is 
sent to the Goppa decoder and decoded by Euclidean algo-
rithm [22] to obtain the estimated information sequence 
m1. The relay selects K2 symbols from the information 
sequence m1 as the information sequence m2 of the second 
group Goppa code. The method of selecting information 
for the relay station is discussed in Sec. 4. The information 
sequence m2 is encoded by systematic Goppa code 
C2 (N, K2, d2) to obtain codeword sequence c2. After 16-
QAM modulation, the relay node broadcasts the modula-
tion signals xR to the destination. The destination receives 
signal yRD and then combines the two received signals to 
obtain the joint signal y = [ySR, yRD]. Demodulate joint 
signal y to get joint estimated codeword sequence [r1,r2]. 
Finally jointly decode the joint estimated sequence [r1,r2]. 
to get message m.  

The Goppa codes applied to proposed distributed 
Goppa code scheme in this paper are shown in Tab. 1. Set 
L contains all elements except 0 in the corresponding field, 
and α is the primitive element in the corresponding field. 
 

Goppa code Field g(x) 

(15,11,3) GF(24) x 

(15,7,5) GF(24) x2+x+a3 

(31,21,5) GF(25) x2+x+1 

(21,16,7) GF(25) x3+x+1 

(63,51,5) GF(26) x2+x+1 

(63,21,15) GF(26) x7+x+1 

Tab. 1. Goppa codes applied for scheme. 
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Fig. 2. Distributed Goppa coding scheme. 

 

3. Information Selection at the Relay 
The selection of information at the relay is crucial in 

the construction of code for the destination. Different relay 
selections of information can affect the overall perfor-
mance of the coding cooperation scheme. Assume that the 
minimum Hamming distance of joint code C is d3. The 
minimum distance d3 is considered as large as possible, 
however, random selection methods may make d3 smaller. 
Hence, the optimized selection approaches need to be 
adopted. In this situation, we will adopt this selection 
method so that the amount of codewords C with a mini-
mum weight d3 is as small as possible. The joint codes 
selected by this approach have better weight distribution 
than other joint codes with the same minimum distance. 
This section presents two efficient methods for proper 
selection at the relay.  

3.1 Method 1: Exhaustive Search (Global 
Optimal) 
Step 1: Determine the set B = {ηq} of all selection 

patterns ηq = [j1, j2, …, jK2], where ji ∈ {1, 2, …, K1} 
(i = 1,2,…,K2), q = 1,2,…,Q and Q is defined as: 

 
( )

1 1

2 1 1 2

! .
! !

K KQ
K K K K

 
= =  − 

 (10) 

Step 2: Encode all information sequences separately 
using each selection pattern in set Bi. Determine the num-
ber ν1 of joint codewords with weight d (initial state i = 0, 
B0 = B, d = d1 + i). 

Step 3: Find the minimum value min(νi) of νi and 
save the corresponding selection patterns ηq in set Bi + 1. If 

|Bi + 1| = 1, move to next step otherwise i = i + 1 then return 
step 2.  

Step 4: The final remaining selection pattern ηq is 
optimized selection pattern η(1). End of method 1. 

Method 1 is effective in selecting K2 information 
symbols at the relay. However, we need to encode all in-
formation sequences before searching. As the information 
bits K1 become larger, the encoded information increases 
exponentially. Meanwhile, the number of selection meth-
ods is also very huge. Therefore, the complexity of deter-
mining the selection pattern η(1) is greatly increased. We 
propose a low complexity search method. 

3.2 Method 2: Partial Search (Local Optimal) 
This approach selects message sequences that can be 

encoded as codewords with a weight of d1. Therefore, for 
each selection pattern, only a subset of message sequences 
is chosen. Additionally, the number of selection patterns is 
minimized. The specific steps are as follows: 

Step 1: We consider that only 1 bit of message se-
quence is non-zero, and the other bits are all 0. We encode 
this, find the corresponding codeword with minimum 
weight d1, and save the non-zero position in set τ. The 
relay selects K2 message bits from K1 recovered message 
bits. In order to increase the minimum distance of the joint 
code, the corresponding positions of the elements in τ must 
be selected. If those positions are not selected, the second 
part of the joint code will not provide any weight, and the 
minimum distance will not be increased. Therefore, we 
specifically select the corresponding positions of elements 
in τ if τ  ≤ K2. Then select other K2 – |τ| positions from the 
rest. Set B́ = {ηp} of partial message selection patterns 
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ηp = [j1, j2, …, jK2] is determined, where p = 1,2,…,|B́ | and 
1

2

| |
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K
K

. If 2τ > K , we select 2K  positions out of  

the corresponding positions of elements in τ . Then set 
B́ = {ηp} of partial message selection patterns 
ηp = [j1, j2, …, jK2] is determined, where  p = 1,2,…,|B́ | and 

2| B |
| |τ

 ′ =  
 

K
.  

Step 2: Determine the set A = {ma} of all message 
sequences that generate a codeword with weight 1d . 

Step 3: Encode all information sequences in set A 
separately using each selection pattern in set B́ . Determine 
the number u0 of joint codewords with weight d = d1.  

Step 4: Find the minimum value min(u0) of u0 and 
save the corresponding selection patterns ηp in set B́0. If 
|B́0| = 1, skip to step 9 otherwise skip to the next step. 

Step 5: Encode all information sequences in set A 
separately using the remaining selection pattern in set B́0. 
Determine the number u1 of joint codewords with weight 
d = d1 + d2.  

Step 6: Find the minimum value min(u1) and save the 
corresponding selection patterns ηp in set B́1. If |B́1| = 1, 
skip to step 9 otherwise move to the next step.  

Step 7: Encode all information sequences in set A 
separately using the remaining selection pattern in set B́1. 
Increase d and then determine the number u2 of joint 
codewords with weight d.  

Step 8: Find the minimum value min(u2) and save the 
corresponding selection patterns ηp in set B́2. If |B́2| = 1, 
skip to step 9 otherwise return to step 7.  

Step 9: The final remaining selection pattern ηp is 
optimized selection pattern η(1). End of method 2. 

3.3 Examples of Two Methods 
Consider a distributed Goppa coding scheme, Goppa 

code C1(15,11,3) and C1(15,7,5) are applied at source and 
relay, respectively. Both set L1 and L2 contain all non-zero 
elements of GF(24) using the polynomial X4 + X + 1. Their 
Goppa polynomials are g1(x) = x and g2(x) = x2 + x + a3. 
The polynomial coefficients are taken GF(24), and α is the 
primitive in GF(24). The selection process of K2 = 7 out of 
K1 = 11 using proposed methods are as follow.  

Firstly, method 1 is adopted to the selection process: 

Step 1: Determine selection patterns ηq = [j1, j2, …, j7] 
and save them in B. Selection method quantity is Q = 330.  

Step 2: Encode all information sequences separately 
using each selection pattern in set B. Determine the number 
ν0 of joint codewords with weight 3.  

Step 3: Find the minimum value min(ν0) = 0 and save 
the corresponding selection patterns ηq in set B1. Since 
|B1| = 1, skip to next step.  

Step 4: The optimized selection pattern is 
η(1)= ηq = [1,3,6,7,9,10,11]. Searching is terminated. The 
process of obtaining the selection method is shown in 
Tab. 2.  

Method 2 is applied to the selection process:  

Step 1: Encode the message sequence with only one 
non-zero bit, and find the corresponding codeword with 
minimum weight 3. Six codewords are qualified and save 
the non-zero position in set τ. τ = [1,6,7,9,10,11], so 6 of 
the 11 positions have been determined, and 7 – |τ| positions 
are drawn from remaining 5 positions. Selection method 
quantity is |B́| = 5.  

Step 2: Determine the set A = {ma} of all message 
sequences that generate a codeword with weight d1 = 3. 
Number of codewords that meet the requirements is 
|A| = 48.  

Step 3: Encode all information sequences in set A 
separately using each selection pattern in set B́. Determine 
the number u0 of joint codewords with minimum weight 3. 

Step 4: Find the minimum value min(u0) = 0 and save 
the corresponding selection patterns ηp in set B́1. Since 
|B́1| = 1, skip to step 9.  

Step 9: η(2)= ηq = [1,3,6,7,9,10,11] is the optimal 
selection pattern. Searching is terminated. The process of 
obtaining the selection pattern by using method 2 is shown 
in Tab. 3.  

From the example given, we can see that the selection 
pattern we get from partial search method 2 is the same as 
that from exhaustive search method 1. This demonstrates 
the validity of the proposed partial search method 2. The 
complexity of exhaustive search method 1 increases sharp-
ly as the information bits K1 and codeword length N. 
Therefore, we adopt method 2 in two other schemes. 
 

Serial number Selection pattern v0 

1 [1,3,6,7,9,10,11] 0 
2 [1,2,3,4,5,6,11] 3 
3 [2,3,4,7,8,10,11] 3 

Tab. 2. The criterion value min(v0) about determining the 
selection pattern under method 1 with Goppa1(15,11,3) 
and Goppa2(15,7,5). 

 

Serial number Selection pattern u0 

1 [1,2,3,4,5,6,11] 3 
2 [1,3,6,7,9,10,11] 0 
3 [1,4,6,7,9,10,11] 3 
4 [1,5,6,7,9,10,11] 3 
5 [1,6,7,8,9,10,11] 3 

Tab. 3. The criterion value min(u0) about determining the 
selection pattern under method 2 with Goppa1(15,11,3) 
and Goppa2(15,7,5). 
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Goppa code C1(31,21,5) and C2(31,16,7) are adopted at 
source and relay in the second scheme, respectively. In the 
third scheme, Goppa code C1(63,51,5) and C2(63,21,15) 
are adopted at source and relay in the third scheme, respec-
tively. Table 4 and 5 show the processes of obtaining the 
selection pattern for these two schemes by using method 2. 
All three schemes and selection patterns for distributed 
Goppa codes are listed in Tab. 6. 

3.4 Complexity Analysis for the Two 
Searching Methods 
Encoding a sequence of message of length K  re-

quires ζ×= K (N – K) multiplication operations and 
ζ+= K (N – K) addition operations and totals ζ = 2K (N – K) 
operations. For method 1, all information sequences need 
to be encoded at the source, the amount of operations is 
ζS(1) = 2K1 2K1 (N – K1). The same quantity information is 
encoded at relay, and the number of selection patterns is 
|B|, so the amount of operations at relay is 
ζR(1) = |B| 2K1 2K2 (N – K2). The amount of total operations of 
method 1 is 

 1 1(1) 2 2
1 1 2 22 [ ( ) B B ( ) ]+ζ = − + −K NK K NK K  (11) 

if method 1 converges at step ν0. For method 2, |A| 
information sequences need to be encoded at the source, 
the amount of operations is ζS(2) = 2|A| K1 (N – K1). The 
same quantity information is encoded at relay, and the 
number of selection patterns is |B́ |, so the amount of 
operations at relay is ζR(2) = 2|A| |B́ | K2 (N – K2). The amount 
of total operations of method 2 is 

 (2) 2 2
1 1 2 22 A [ ( ) B B ( ) ]′ ′ζ = − + −NK K NK K   (12) 

if method 2 converges at step u0. 

4. Joint Decoding 
Joint decoding is the key of distributed coding 

cooperative system. Based on the coding cooperative 
system proposed above, two joint decoding methods are 
proposed. The details of those methods are as follows: 

4.1 Naive Decoding Algorithm 
Step 1: The demodulated sequences r1 and r2 are de-

coded by Goppa1 decoder and Goppa2 decoder respective-
ly to obtain information sequences m̂1 and m̂2. 

Step 2: In channel coding, in the case of low SRN, the 
BER performance of Goppa2 with stronger error correction 
ability is worse than Goppa1 with weak error correction 
ability. While in the case of high SNR, Goppa2 is better 
than Goppa1. Therefore, set the threshold ρ which is the 
SNR value of the intersection of the BER performance 
curves of two sets of Goppa codes over the fast Rayleigh 
fading channel.  

Step 3: If SNR < ρ, jointly decoded information se-
quence m̃ = m̂1; SNR ≥ ρ, the K2 elements in the sequence 
m̂1 are replaced with m̂2 in the manner previously selected. 
Then jointly decoded information sequence m̃ = m̂1. 

4.2 Smart Decoding Algorithm 
Step 1: Decode the demodulated sequence r2 by 

Goppa2 decoder to obtain information sequence m̂2.  
Step 2: Since the system code is used, the demodula-

tion sequence r1 is composed of a parity check sequence p1 
and an information sequence m1. Therefore, K2 elements in 
the sequence m1 are replaced with m̂2 in the manner previ-
ously selected and obtain joint sequence r͂1. 

Step 3: The sequence r͂1 is decoded by Goppa1 de-
coder to obtain the estimated sequence m̂1, the estimated 
sequence m̂1 is the information sequence m̃ (m̃ = m̂1) of 
the final joint decoding. 

5. Simulation Results 
Based on the system constructed in Sec. 2, three dif-

ferent distributed Goppa codes schemes are simulated. The 
Goppa codes and selection patterns used are presented in 
Tab. 2 and Tab. 6. In the first scheme, the code rates are 
R1 = 11/15 and R2 = 7/15, the joint code rate is R3 = 11/30. 
In the second scheme, the code rates are R1 = 21/31 and 
R2 = 16/31, the joint code rate is R3 = 21/62. In the last 
scheme, the code rates are R1 = 51/63 and R2 = 21/63, the 
joint code rate is R3 = 51/126. All schemes adopt 16-QAM 
modulation and are tested through fast Rayleigh fading 
channel. γS,D, γS,R, γR,D denote the SNR of the source-
destination link, the source-relay link and relay-destination 
link, respectively. Because the relay node is closer to the 
destination, the relay node has the advantage of SNR. Sup-
pose γR,D = γS,D + 2 dB. 

5.1 Performance Comparison under Different 
Information Selection Methods for 
Distributed Goppa Coding Scheme 
Figures 3, 4 and 5 show the performance of three dif-

ferent distributed Goppa code schemes for different selec-
tion methods, respectively. It is assumed that source-relay 
link is ideal, i.e., (γS,R =  ∞) and the smart decoding algo-
rithm is applied. In first scheme, we searched the same 
selection pattern by adopt method 1 exhaustive search and 
method 2 partial search. In second and third schemes, due 
to high complexity, we only adopt method 2 partial search 
to obtain suboptimal selection pattern and then compare the 
performance with the random selection pattern. The simu-
lation results show that the distributed Goppa coding 
scheme under method 2 has better performance than the 
scheme with random selection applied. The simulation 
results illustrate the effect of appropriate information selec-
tion and validate the correctness of method 2. 
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Serial number Selection pattern u0 u1 
1 [2,4,5,7,9,10,11,12,13,14,15,16,18,19,20,21] 0 13 
2 [2,3,4,5,7,8,9,10,11,12,13,14,16,17,18,19] 0 14 
3 [2,3,4,5,7,9,10,11,12,13,14,16,18,19,20,21] 0 14 

Tab. 4. The criterion value min(u0) and min(u1) about determining the selection pattern under method 2 with Goppa1(31,21,5) and 
Goppa2(31,16,7). 

 

Serial number Selection pattern u0 u1 
1 [1,6,7,9,11,14,18,23,25,26,28,32,33,35,37,39,41,42,43,46,51] 0 689 
2 [2,4,7,9,14,16,17,23,25,36,38,32,33,35,37,39,41,42,43,46,51] 0 714 
3 [2,3,7,9,11,14,18,23,25,26,32,33,35,37,39,41,42,43,46,51] 0 852 

Tab. 5. The criterion value min(u0) and min(u1) about determining the selection pattern under method 2 with Goppa1(63,51,5) and 
Goppa2(63,21,15). 

 

Serial number C1(N,K1,d1) C2(N,K2,d2) η(1)  η(2)  
1 (15,11,3) (15,7,5) [1,3,6,7,9,10,11] [1,3,6,7,9,10,11] 
2 (31,21,5) (31,21,7) - [2,4,5,7,9,10,11,12,13,14,15,16,18,19,20,21] 
3 (63,51,5) (63,21,15) - [1,6,7,9,11,14,18,23,25,26,28,32,33,35,37,39,41,42,43,46,51] 

Tab. 6. Optimized selection patterns of corresponding distributed Goppa codes. 

 
Fig. 3. BER performance comparison under different infor-

mation selection methods for distributed Goppa coding 
scheme with Goppa1(15,11,3) and Goppa2(15,7,5). 

 
Fig. 4. BER performance comparison under different infor-

mation selection methods for distributed Goppa coding 
scheme with Goppa1(31,21,5) and Goppa2(31,16,7). 

 
Fig. 5. BER performance comparison under different infor-

mation selection methods for distributed Goppa coding 
scheme with Goppa1(63,51,5) and Goppa2(63,21,15). 

5.2 Performance Comparison between Naive 
and Smart Decoding Algorithms for 
Distributed Goppa Coding Scheme 
Figures 6, 7 and 8 demonstrate the performance of 

three different distributed Goppa coding schemes between 
naive and smart decoding algorithms, respectively. It is 
assumed that source-relay link is ideal, i.e., (γS,R =  ∞) and 
the method 2 is applied in the three schemes. In Fig. 6, the 
distributed Goppa coding scheme applying smart algorithm 
has a SNR advantage of about 2 dB over the scheme with 
naive algorithm (ρ = 4 dB) at BER  ≈ 1.03 × 10–4. Figure 7 
demonstrates the distributed Goppa coding scheme adopt-
ing smart algorithm that achieves a performance gain of 
1.7 dB over the naive algorithm at BER  ≈ 2 × 10–5. Fig-
ure 8 shows the distributed Goppa coding scheme using 
smart decoding algorithm that achieves a 1.8 dB gain over 
scheme using naive algorithm at BER ≈ 4 × 10–5. 
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5.3 Performance Comparison on Non-ideal 
and Ideal Source-to-Relay Channels for 
Distributed Goppa Coding Scheme 
Figures 9, 10 and 11 show the performance of three 

different distributed Goppa coding schemes and their cor-
responding non-cooperative scheme, respectively. It is 
assumed smart decoding algorithm and the method 2 is 
applied in the three schemes. The proposed distributed 
Goppa coding scheme and its non-cooperative scheme 
should have the same code rate during transmission for 
a fair comparison. As can be seen from Fig. 9, under the 
ideal source-to-relay channel (γS,R =  ∞), the distributed 
Goppa coding scheme performs better than the correspond-
ing non-cooperative scheme at BER ≈ 4.2×10–4 with a gain 
of about 4 dB. This demonstrates the effectiveness of relay 
node for path diversity. Furthermore, simulation results 
indicate the distributed Goppa coding scheme with γS,R = 

12 dB performs similarly to the scheme with γS,R =  ∞ at  
low SNR. As the SNR increases, the role of the relay node 

 
Fig. 6. BER performance comparison using different joint de-

coding algorithms for distributed Goppa coding 
scheme with Goppa1(15,11,3) and Goppa2(15,7,5). 

 
Fig. 7. BER performance comparison using different joint de-

coding algorithms for distributed Goppa coding 
scheme with Goppa1(31,21,5) and Goppa2(31,16,7). 

 
Fig. 8. BER performance comparison using different joint de-

coding algorithms for distributed Goppa coding 
scheme with Goppa1(63,51,5) and Goppa2(63,21,15). 

 
Fig. 9. BER performance comparison of distributed Goppa 

coding scheme at different γS,R and non-cooperative 
scheme with Goppa1(15,11,3) and Goppa2(15,7,5). 

 
Fig. 10. BER performance comparison of distributed Goppa 

coding scheme at different γS,R and non-cooperative 
scheme with Goppa1(31,21,5) and Goppa2(31,16,7). 

gradually fails. The overall BER performance degrades 
significantly as the repeater transmits incorrect infor-
mation.  
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Fig. 11. BER performance comparison of distributed Goppa 

coding scheme at different γS,R and non-cooperative 
scheme with Goppa1(63,51,5) and Goppa2(63,21,15). 

In addition, the performance of distributed Goppa 
coding scheme at γS,R =  ∞ is very close that of the scheme 
at γS,R =  24 dB. We can also observe the similar situation in 
Figs. 10 and 11. Under the ideal source-to-relay channel 
(γS,R =  ∞), the distributed Goppa coding scheme outper-
forms the corresponding non-cooperative scheme. When 
the source to relay channel γS,R is large, the performance 
approaches that of the ideal case while when γS,R is small, 
the performance curve becomes flat, because no error con-
trolled propagation is adopted at the relay. 

6. Conclusion  
This paper proposed two information selection meth-

ods at relay for a distributed Goppa coding cooperative 
system. Through Monte-Carlo simulations, we can see the 
advantages of two selection methods. Two joint decoding 
algorithms are proposed to decode joint code at the destina-
tion. By simulation and comparison, the smart algorithm 
outperforms the naive algorithm under the same conditions. 
Furthermore, comparisons with non-cooperative scheme 
show that our proposed distributed Goppa coding scheme 
is effective. In our future work, we aim to find Goppa 
codes with better performance and reduce the complexity 
of information selection. 
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