A Weak Target Detection Algorithm IAR-STFT Based on Correlated K-distribution Sea Clutter Model

Yaowen LIU 1, Xuan RAO 1, Jianfen HU 1, Xiangsheng ZHU 1, 2, Hong YI 1

1 Nanchang Hangkong University, 696 South Fenhe Avenue, 330063 Nanchang, China
2 North Alliance Communication Company, 168 Jingdong Avenue, High-tech Development Zone, 330063 Nanchang, China

985925536@qq.com, raoxuancom@163.com, 46044@nchu.edu.cn, zhuxs1993@163.com, hongyi_rsp2021@163.com

Submitted June 14, 2022 / Accepted November 3, 2022 / Online first December 16, 2022

Abstract. The detection performance of weak target on sea is affected by the special effects of sea clutter amplitude. Aiming at the time and space correlated of sea clutter, the correlated K-distribution sea clutter model is established by the sphere invariant random process algorithm. To solve the problems of range migration (RM) and Doppler frequency migration (DFM) of moving target in the case of long-time coherent accumulation, a novel integration detection algorithm, improved axis rotation short-time Fourier transform (IAR-STFT) is proposed in this paper, which is based on a generalization of traditional Fourier transform (FT) algorithm and combined with improved axis rotation. IAR-STFT not only can eliminate the RM effect by searching for the target motion parameters, but also can divide the non-stationary echo signal without range migration into several blocks. Each block of signal can be regarded as a stationary signal without DFM and FFT is performed on each signal separately. The signals of each block are accumulated to detect the target in the background of the above sea clutter. Finally, the effectiveness of the algorithm is verified by simulation. The results show that the detection ability of this algorithm is better than that of Radon-fractional Fourier transform, generalized Radon Fourier transform and Radon-Lv’s distribution in low SNR environment, e.g., when the SNR is –45 dB, the detection ability of this algorithm is about 55%, which is higher than that of Radon-fractional Fourier transform, generalized Radon Fourier transform and Radon-Lv’s distribution.
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1. Introduction
In general, the influence of sea clutter is huge when detecting sea surface targets. To detect the targets accurately, sea clutter must be suppressed. The environment is very complex because of various factors on the sea surface. Environment: such as the wind speed, wind direction, wave height and temperature of the sea surface; and the different working conditions of the radar such as: incident angle, signal transmission frequency, polarization mode and resolution, etc., will affect the detection performance [1].

Tab. 1. Table of abbreviations.

<table>
<thead>
<tr>
<th>RM</th>
<th>Range Migration</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFM</td>
<td>Doppler Frequency Migration</td>
</tr>
<tr>
<td>IAR</td>
<td>Improved Axis Rotation</td>
</tr>
<tr>
<td>STFT</td>
<td>Short-Time Fourier Transform</td>
</tr>
<tr>
<td>FT</td>
<td>Fourier Transform</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>LVD</td>
<td>LV’s Distribution</td>
</tr>
<tr>
<td>RLVD</td>
<td>Radon-LV’s Distribution</td>
</tr>
<tr>
<td>SCR</td>
<td>Signal to Clutter Ratio</td>
</tr>
<tr>
<td>RCS</td>
<td>Radar Cross Section</td>
</tr>
<tr>
<td>DBT</td>
<td>Detection Before Tracking</td>
</tr>
<tr>
<td>TBD</td>
<td>Tracking Before Detection</td>
</tr>
<tr>
<td>RFT</td>
<td>Radon-Fourier Transform</td>
</tr>
<tr>
<td>FRFT</td>
<td>FRational Fourier Transform</td>
</tr>
<tr>
<td>RFRFT</td>
<td>Radon-FRational Fourier Transform</td>
</tr>
<tr>
<td>GRFT</td>
<td>Generalized Radon-Fourier Transform</td>
</tr>
<tr>
<td>CFAR</td>
<td>Constant False Alarm Rate</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>ZMNL</td>
<td>Zero-Memory NonLinear</td>
</tr>
<tr>
<td>SIRP</td>
<td>Spherical Invariant Random Process</td>
</tr>
<tr>
<td>WDR</td>
<td>Ratio of Window width to each Delay</td>
</tr>
<tr>
<td>IAR-STFT</td>
<td>Improved Axis Rotation Short-Time Fourier Transform</td>
</tr>
<tr>
<td>IAR-FRFT</td>
<td>Improved Axis Rotation FRational Fourier Transform</td>
</tr>
</tbody>
</table>
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establishment of the sea clutter model is of great significance for the statistical analysis of sea clutter [2]. Recently, many scholars have mainly studied two aspects of sea clutter: The first is to describe the changes in the structure of the sea clutter simulation mathematical model [3]; the second is to study the sea clutter simulation algorithm to simulate the dynamic characteristics of sea clutter [4]. However, since the correlated K distribution is more suitable to describe the correlated characteristics of sea clutter, the mechanism can be explained well [5].

Radar is widely used for target detection and tracking. It is very important to detect moving targets in strong sea clutter, whether in the military field or civil field [6], [7]. The complexity of target detection is not only related to target motion parameters, but also affected by the clutter background and radar parameters in the marine environment. There are many kinds of weak moving targets, which can usually be summarized as "long-distance, low observable, and high maneuvering" targets, and radar cross section (RCS) of maneuvering target is usually very small, which reduces the output signal to clutter ratio (SCR) and detection performance of radar [8], [9]. With the occurrence of the above situations, the application of modern radar has put forward higher requirements. It is well-known that the detection performance and SCR of radar returns can be improved significantly by long-time accumulation [9–11].

When high-resolution radar is used to detect weak targets in strong clutter background, the energy of radar echo signal is weak due to the small RCS, which makes it difficult to detect and track weak targets by using traditional detection before tracking (DBT) technology. The energy accumulation of echo can be improved by using tracking before detection (TBD) technology to increase the coherent accumulation time of echo. Thus, the performance of weak target detection and tracking is improved effectively [12], [13].

When radar detects high speed and constant acceleration targets under strong sea clutter background, range migration (RM) and Doppler frequency migration (DFM) will occur within a long coherent accumulation time [14–16]. The influence of RM on coherent integration can be eliminated by standard Radon-Fourier transform (RFT) [17] and IAR algorithm [10]. FRFT can eliminate the influence of DFM on coherent integration by choosing a suitable transformation order [18]. The Radon-fractional Fourier transform (RFRFT) is proposed based on radon transform and fractional Fourier transform. The RFRFT not only can eliminate RM by radon transform but also achieve long-time coherent accumulation via FRFT for the maneuvering targets in low SCR [9, 14, 19]. A new weak maneuvering target detection method in a sea environment with a Radon-fractional Fourier transform (RFRFT) canceller is proposed in [20], which can efficiently suppress the sea clutter and detect targets with low computations. Similarly, an algorithm improved axis rotation FRFT (IAR-FRFT) is proposed to eliminate RM via IAR transform and the echo signal is coherent accumulated via FRFT [20].

To eliminate high-order RM and DFM, the generalized FFT (GRFT) algorithm is proposed in [22], [23]. GRFT searches for the initial radial distance, velocity and acceleration of each order, compensates the phase terms of the parameters searched above, and accumulates the echoes. GRFT does not need to consider the effect of RM and DFM on coherent integration. However, the multidimensional search of GRFT and the compensation of higher-order motion parameters bring huge computational complexity [24].

Based on the research of RFT and Lv’s distribution (LVD) [25], another algorithm, RLVD, for weak target detection with complex motion is proposed. Compared with GRFT, RLVD, RFRFT and IAR-FRFT, it not only can eliminate the influence of RM and DFM during coherent accumulation, but also improve the output SCR of the signal under the same input SCR to RLVD can achieve better signal accumulation and detection performance in the CFAR domain without requiring more computational costs [26–28].

RM and DFM increase not only with the increase of velocity and acceleration, but also with the increase of coherent accumulation time [8], [14]. Because the velocity and acceleration are unknown, to reduce RM and DFM, only the coherent accumulation time can be considered to change. But the reduction of the coherent accumulation time will affect the energy accumulation effect of the weak target. To reduce the influence of RM and DFM while keeping the coherent accumulation time unchanged, a novel detection algorithm improved axis rotation short-time Fourier transform (IAR-STFT) is proposed in this paper. By using the improved axis rotation transform, the echoes signal obtained keeps in a same range cell during the long coherent accumulation time [29], [30]. Then the echoes are divided into several sections by using a moving window. The echoes can be regarded as stationary in each short time slice. Therefore, DFM can be ignored in each time slice and the signal can be accumulated effectively via FFT [31] in a very short time. Choosing a suitable width of window to achieve high resolution in both the time and frequency (2-D resolution) [32], [33]. Simulation results show the accumulation effect of IAR-STFT is better than that of GRFT, RFRFT, IAR-FRFT, RLVD. IAR-STFT requiring the computational complexity is lower. The main contributions of this article are:

1) According to the maximum 2-D resolution and the better time-frequency aggregation, provide a selecting optimal window function method based on the uncertainty principle.

2) The proposed algorithm IAR-STFT can accumulate the target’s echoes with RM and DFM effectively instead of FT.
3) Adjust the window delay to improve the detection performance of IAR-STFT according to different SCR environments.

The rest is organized as follows. The clutter model and signal model are introduced in Sec. 2. Then, in Sec. 3, IAR-STFT is proposed and analyzed. In Sec. 4 and Sec. 5, the effectiveness of the algorithm is verified by numerical experiments and the conclusion is given respectively.

2. Clutter Model and Signal Model

2.1 Clutter Model

According to the central limit theorem, most of the clutter models belong to Gaussian distribution. For high-resolution radar systems, the sea clutter model has a large tail delay, which makes the traditional Gaussian clutter model being inconsistent with the actual sea clutter. Thus, various non-Gaussian probability distributions, e.g., log-normal distribution, Weibull distribution and correlated K distribution model, are consistent with the actual sea clutter [34, 35]. Considering that sea clutter has both time and space correlated, so the correlated K distribution is more useful.

Probability density function (PDF) of correlated K distribution is given as

\[ f(x) = \frac{2}{\alpha \Gamma(\nu)} \left( \frac{x}{2\alpha} \right)^\nu K_{\nu-1} \left( \frac{x}{\alpha} \right), \alpha > 0, \nu > 0, x > 0 \quad (1) \]

where \( \alpha \) is the scale parameter; \( \Gamma(\nu) \) is the Gamma function; \( \nu \) is the shape parameter whose value range is \((0.1, \infty)\). When \( \nu \to 0.1 \), clutter has a large tail delay and when \( \nu \to \infty \), the distribution will be close to Rayleigh. For sea clutter with high resolution and low grazing angle, the value of \( \nu \) is \((0.1, 3)\). \( K_\nu(\cdot) \) is the second kind of modified Bessel function of order \( \nu \).

Performing a series of transforms on the Gaussian sequence to obtain the non-Gaussian sequence is a key for sea clutter modeling. The algorithms of simulating sea clutter mainly include the zero-memory nonlinear transformation (ZMNT) to obtain the related gamma distribution matrix \( Y(N,M) \), and then takes the square root of the \( Y(N,M) \) to obtain the chi distribution matrix \( S(N,M) \). Finally, the corresponding elements of \( S(N,M) \) and \( Z(N,M) \) are multiplied to obtain two-dimensional sea clutter data \( C(N,M) \), where \( N \) is the sampling number of fast time and \( M \) is that of slow time.

2.2 Signal Model

Assume that the motion model of a moving target is given as follows

\[ R(t_m) = R_0 + vt_m + \frac{1}{2}a t_m^2, t_m \in [0, T] \quad (2) \]

where \( R_0 \) is the initial slant range, \( v \) is the radial velocity and \( a \) is the radial acceleration of the target respectively, \( t_m = mT_1 (m = 1, 2, 3, \ldots, M) \) is the slow time between the pulse and the pulse, \( M \) is the number of pulses, \( T_1 \) is the pulse repetition interval, \( T \) is the coherent accumulation time.

Suppose that the linear frequency modulation (LFM) signal transmitted by the radar after modulation is

\[ s(t) = \text{rect} \left( \frac{t}{T_p} \right) \exp(j\pi k t^2) \exp(j2\pi f_c t) \quad (3) \]

where \( \text{rect} \left( \frac{t}{T_p} \right) = \begin{cases} 1 & \frac{T_1}{2} \leq \frac{t}{T_p} \leq \frac{T_1}{2}, T_p \text{ is the width of the pulse,} \\ 0 & \text{otherwise} \end{cases} \]

\( f_c \) is the carrier frequency, \( k \) is the frequency modulated rate, and let \( t = \hat{t} + t_m \), where \( \hat{t} \) is the electromagnetic transmission time called fast time.

The received baseband echo after demodulation and pulse compression can be expressed as
\[ s_{pc}(\hat{t}, \tau_m) = A \text{sinc} \left( B \left( \frac{j - 2R(\tau_m)}{c} \right) \right) \times \exp \left( -j \frac{4\pi f_R R(\tau_m)}{c} \right) \] where \( A \) is the amplitude of signal after pulse compression, \( B \) is the bandwidth of transmission signal, and \( c \) is the speed of light.

It can be seen from (2) and (4) that the envelope of echoes will change with the slow time. During the long-time coherent accumulation, the range change will exceed a range resolution, i.e., \( \rho = c/(2B) \), and the RM effect would occur. The phase term also has a quadratic term which changes with slow time due to acceleration, which will lead to DFM and make the energy not concentrated [14]. IAR-STFT can eliminate RM and DFM during long time coherent accumulation.

3. Principle of IAR-STFT

The most of the signals received by radar are non-stationary signals [36], while FFT can only deal with stationary signals, which limit its applications in target detection and echoes analysis. Therefore, a novel algorithm IAR-STFT is proposed, which adopts sliding window to segment non-stationary signals [37] to keep each segment data be stationary and then performs FT. The process of IAR-STFT processing is shown in Fig. 2.

In Fig. 2, the transform of IAR delete the RM of echoes, the IAR relationship is given as follows, where \( \alpha \) is the axis rotation angle.

\[
\begin{align*}
m &= m' \\
n_t &= \text{round} \left( m' \tan \alpha + n'_t \frac{1}{\cos \alpha} \right) \\
\alpha &\in \left[ \frac{-\pi}{2}, \frac{\pi}{2} \right]
\end{align*}
\]

IAR-STFT combines the algorithms with time domain analysis and frequency domain analysis which not only reflects the frequency component, but also reflects the change rule of the frequency component changing with the delay of window. STFT [38], [39] of a signal \( x(t) \) is defined as

\[
\text{STFT}_s(\tau, f) = \int_{-\infty}^{\infty} x(t)g(t-\tau)\exp(-j2\pi ft)dt
\]

where \( \tau \) is delay of the window function. To obtain the best time-frequency resolution, Gaussian window should be adopted [40].

3.1 Selection of Window

IAR-STFT algorithm is used to eliminate DFM caused by the acceleration in each window. According to the uncertainty principle, the relationship between time resolution and frequency resolution is inversely. The narrower the window is, the higher the time resolution is; a wider window may help improve frequency resolution but the time resolution will decrease [41]. To obtain higher time-frequency resolution, Gauss function is defined as

\[
g(t) = \frac{1}{\sqrt{2\pi}\sigma}e^{-\frac{t^2}{2\sigma^2}}
\]

where \( \sigma \) is the standard deviation of Gaussian function, the FFT of \( g(t) \) may be rewritten as

\[
G(f) = e^{2\pi^2\sigma^2\sigma^2f^2}
\]

The mean value of time domain and mean value of frequency of the function are defined as

\[
t_0 = \int_{-\infty}^{\infty} t |g(t)|^2 dt, \quad f_0 = \int_{-\infty}^{\infty} f |G(f)|^2 df
\]

They are squared time-width and squared frequency-bandwidth of the function are defined as [42]

\[
(\Delta t)^2 = \frac{\int_{-\infty}^{\infty} (t - t_0)^2 |g(t)|^2 dt}{\int_{-\infty}^{\infty} |g(t)|^2 dt} = \frac{\sigma^2}{2}, \quad (\Delta f)^2 = \frac{\int_{-\infty}^{\infty} (f - f_0)^2 |G(f)|^2 df}{\int_{-\infty}^{\infty} |G(f)|^2 df} = \frac{1}{8\pi^2\sigma^2}
\]

The time-frequency-bandwidth product (TBP) of the Gaussian function is

\[
\Delta t \Delta f = \frac{1}{4\pi}
\]
Gauss window function can satisfy the inequality of uncertainty principle to take equal sign, and it is found that Gaussian window function can obtain high two-dimensional resolution and time-frequency aggregation which is better.

3.2 Introduction of IAR-STFT

The relationship between the fast time \( \hat{t} \) and the distance range \( r \) is 
\[
\hat{t} = \frac{2r}{c}.
\]
Then (4) may be rewritten as
\[
s_{pc}(r,t_m) = A \sin\left( \frac{2B}{c} \left( r - R_0 + vt_m + \frac{1}{2} a t_m^2 \right) \right) \times \exp\left( -j \frac{4\pi}{\lambda} (R_0 + vt_m + \frac{1}{2} a t_m^2) \right).
\]  
(14)

The number of distance cell corresponding to \( r \) is 
\[
n_r = \frac{r}{\rho} = \left( \frac{2B}{c} \right) r,
\]
and the number of distance cell \( R_0 \) is 
\[
n_{R0} = \frac{R_0}{\rho} = \left( \frac{2B}{c} \right) R_0,
\]
respectively. The effect of acceleration on RM of echo can be ignored, then (14) is given as
\[
s_{pc}(n_r, m) = A \sin\left( \frac{n_r - n_{R0} - \frac{vmT_i}{\rho}}{\rho} \right) \exp\left( -j \frac{4\pi}{\lambda} n_{R0}, \rho \right) \times \exp\left( -j \frac{4\pi}{\lambda} \frac{vmT_i}{\rho} \exp\left( -j \frac{4\pi}{\lambda} a(mT_i)^2 \right) \right).
\]  
(15)

Substituting (5) into (15) yields
\[
s_{pc}(n'_r, m') = A \sin\left( \frac{1}{\cos \alpha} (n'_r - n_{R0} \cos \alpha) \right) \exp\left( -j \frac{4\pi}{\lambda} n_{R0}, \rho \right) \times \exp\left( -j \frac{4\pi}{\lambda} \frac{vmT_i}{\rho} \exp\left( -j \frac{4\pi}{\lambda} a(mT_i)^2 \right) \right).
\]  
(16)

In the new coordinate system \( (n'_r, -m') \), the echo envelope amplitude is distributed in the range cell \( n'_r = n_{R0}, \cos \alpha \). The distance range \( r' = n'_r \times \rho = c/(2B)n'_r \), 
\[
n'_r = n_{R0}, \cos \alpha = (2B/c) R_0 \cos \alpha,
\]
slow time \( t_m = mT_i \), then (16) may be rewritten as
\[
s_{pc}(r', t'_m) = A \sin\left( \frac{2B}{c \cos \alpha} (r' - R_0 \cos \alpha) \right) \exp\left( -j \frac{4\pi}{\lambda} R_0 \right) \times \exp\left( -j \frac{4\pi}{\lambda} \frac{vt'_m}{\rho} \exp\left( -j \frac{4\pi}{\lambda} \frac{1}{2} a t'_m^2 \right) \right).
\]  
(17)

Then taking (17) into the definition (6) of STFT yields 
\[
STFT_{rs}(r', f, \tau) = \int_{-\infty}^{\infty} s_{pc}(r', t'_m) g(t'_m - \tau) \times \exp(-j2\pi f t'_m) dt'_m
\]
\[
= \frac{1}{\sqrt{2\pi} \sigma} A \sin\left( \frac{2B}{c \cos \alpha} (r' - R_0 \cos \alpha) \right) \times \exp\left[ -\left( \frac{f - \frac{2v_0 + 2a \tau}{\lambda}}{2\sigma^2} \right)^2 \right]
\]
\[
\times \exp\left[ j \left( \frac{\pi \lambda f^2}{2a} + \frac{2\pi v_0 f}{a} + \frac{2\pi v_0^2}{\lambda a} - \frac{4\pi R_0}{\lambda} \frac{\pi}{4} \right) \right].
\]  
(18)

It can be seen from (18) that the envelope trajectory of the echo signal in the time-frequency domain plane after STFT is 
\[
f = \frac{-2v_0 + 2a \tau}{\lambda} = f_{d0} + k_d \tau,
\]
where \( f_{d0} \) is the initial Doppler frequency and \( k_d \) is the Doppler modulation frequency. The phase corresponding to envelope trajectory is given as
\[
\varphi(\tau) = \frac{\pi \lambda f^2}{2a} + \frac{2\pi v_0 f}{a} + \frac{2\pi v_0^2}{\lambda a} - \frac{4\pi R_0}{\lambda} \frac{\pi}{4}
\]
\[
= \frac{4\pi f_{d0}^2}{k_d} + \frac{4\pi f_{d0}}{k_d} \tau + \frac{4\pi f_{d0}^2}{k_d} - \frac{4\pi R_0}{\lambda} \frac{\pi}{4}.
\]  
(19)

Analyzing the signal in a certain distance cell \( r' = R_0 \cos \alpha \) in (17), (18) may be rewritten as
\[
STFT_{rs}(f, \tau) = A' \exp\left[ -\frac{(f - f_{d0} - k_d \tau)^2}{2\sigma^2} \right]
\]
\[
\times \exp\left[ j \left( \frac{k_d \tau}{2a} + 4\pi f_{d0}^2 + \frac{4\pi f_{d0}^2}{k_d} \right) \right] \right].
\]  
(20)

where \( A' \) is
\[ A' = \frac{A}{\sqrt{2\pi\sigma}} \text{sinc} \left( \frac{2B}{c\cos\alpha} r' - R_0 \cos\alpha \right) \]
\[ \times \exp \left[ \frac{- \left( \frac{\lambda}{2a} \right)^2}{2\sigma^2} \frac{\lambda}{8a} \right]. \]

From (20), it can be seen that there is a quadratic relationship between phase and window step \( \tau \), where \( \tau = k \cdot LT_r/n \) \((n = 1, 2, 3, \ldots)\), and \( k \) is the number of moving times of the window function. To eliminate the influence of the quadratic term on energy accumulation, a phase compensation function is constructed as
\[ h(\tau) = \exp(-j\pi k \sigma \tau^2). \] (21)

Multiply (20) by (21) and the quadratic term in the phase term of \( \phi(\tau) \) can be compensated. Then (20) may be rewritten as
\[ \text{STFT}'_{\omega_0}(f, \tau) = A' \exp \left[ - \frac{(f-f_{d0}-k_4 \tau)^2}{2\sigma^2} \right] \]
\[ \times \exp \left[ j \left( 4\pi f_{d0} \tau + \frac{4\pi f_{d0}^2}{k_4} \right) \right] \]
\[ \times \exp \left[ j \left( -\frac{4\pi R_0}{\lambda} - \frac{\pi}{4} \right) \right]. \] (22)

The IAR relationship in (5) may be rewritten as
\[ \begin{cases} 
\tau = \tau' \\
\frac{f'}{\cos\alpha} = \frac{f_{d0}}{\cos\alpha}, \quad \alpha \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right). 
\end{cases} \] (23)

Substituting (23) into (22),
\[ \text{STFT}'_{\omega_0}(f', \tau') = A' \exp \left[ j \left( 4\pi f_{d0} \tau' + \frac{4\pi f_{d0}^2}{k_4} \right) \right] \]
\[ \times \exp \left[ - \frac{1}{\cos\alpha} \left( \frac{f' - f_{d0} \cos\alpha}{2\sigma^2} \right)^2 \right] \]
\[ \times \exp \left[ j \left( -\frac{4\pi R_0}{\lambda} - \frac{\pi}{4} \right) \right]. \] (24)

It is shown from (24) that signal amplitude envelope have been concentrated in the frequency cell \( f' = f_{d0} \cos\alpha \), improved axis rotation transform is adopted again to delete DFM in time-frequency field. The coherent integration result is obtained by FFT lastly. The process composition block diagram of the proposed accumulation algorithm based on IAR-STFT can be described in Fig. 3.

4. Simulation and Numerical Results

To verify and compare the performance of IAR-STFT, several simulations are given in this section. The simulation parameters are shown in Tab. 2.

4.1 Resolution of Different Window Widths

For different window widths, the time resolution and frequency resolution are different. Choosing an appropriate window width is a key to improve the detection ability. There are several time-frequency maps of STFT with different window widths in Fig. 4. Assuming acceleration \( a = 10 \text{ m/s}^2 \) and four different window widths are selected to analyze the two-dimensional resolution of time-frequency plane. The ratio of window width to each delay (WDR) is \( n \), where \( n \) equals 4.

When the window width is small, the frequency resolution is very low and the time resolution is very high in Fig. 4(a) and 4(b). With the window width increasing, the frequency resolution will increase and the time resolution will decrease accordingly. When the window width \( L = 128 \), the frequency resolution will be very high, but the time resolution will be very poor in Fig. 4(d). As shown in Fig. 4(a) to 4(d), the increase of window width will lead to the decrease of time resolution and the increase of frequency resolution. To obtain a better detection performance, the appropriate window width should be chosen to improve the two-dimensional resolution as much as possible.

4.2 Coherent Accumulation for Weak Target

To compare the performance of IAR-STFT, GRFT, RFRFT, IAR-FRFT and RLVD to detect weak targets under the background of strong sea clutter, the detection results of these algorithms are given in Fig. 5 and the motion parameters of the maneuvering target are listed in Tab. 3. Figures 5(a), (b), (c) show the accumulation results of RFRFT, IAR-FRFT and RLVD, respectively. It can be found that the target has been buried by strong sea clutter, and the target cannot be detected. Moreover, Figures 5(d), (e) show the accumulation results of GRFT and IAR-STFT, respectively. On the conditions of the same parameters, IAR-STFT and GRFT can detect targets in strong sea

<table>
<thead>
<tr>
<th>Tab. 2. Simulation parameters of radar.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
</tr>
<tr>
<td>Bandwidth</td>
</tr>
<tr>
<td>Sample frequency</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
</tr>
<tr>
<td>Pulse duration</td>
</tr>
<tr>
<td>Coherent integration time</td>
</tr>
<tr>
<td>Pulse number</td>
</tr>
</tbody>
</table>
clutter. And we can see that IAR-STFT has a much larger clutter margin than GRFT, which means that the better detection capability can be achieved.

4.3 Coherent Accumulation Detection Ability

To demonstrate that the detection performance of IAR-STFT is better than that of RFRFT, IAR-FRFT, RLVD and GRFT, in this simulation, sea clutter data is constructed based on correlated K-distribution model and which is obtained by SIRP. We combine a constant false alarm (CFAR) detector with four algorithms as corresponding detectors, and the false alarm ratio $P_{fa}=10^{-6}$. SCR of the four detection algorithms are set from −50 dB to −25 dB. Monte-Carlo simulation experiments are performed 100 times in each SCR to verify the detection performance of these five algorithms. Figure 6 shows the detection probability of the five detectors versus different SCRS. It can be found clearly that the performance of the proposed detector is much better than that of the other detectors. It also has a good performance in signal accumulation.

---

**Fig. 3.** Process composition block diagram of the long-time coherent accumulation algorithm for maneuvering target based on IAR-STFT.

**Fig. 4.** The two-dimensional resolution maps of several different window widths: (a) $L = 32$, (b) $L = 48$, (c) $L = 66$, (d) $L = 128$.

**Tab. 3.** Motion parameters of target.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial slant range</td>
<td>200 km</td>
</tr>
<tr>
<td>Radial velocity</td>
<td>150 m/s</td>
</tr>
<tr>
<td>Radial acceleration</td>
<td>10 m/s²</td>
</tr>
<tr>
<td>SCR (after pulse compression)</td>
<td>−38 dB</td>
</tr>
<tr>
<td>Number of window widths</td>
<td>66</td>
</tr>
</tbody>
</table>

**Fig. 5.** Coherent accumulation for a weak target via RFRFT, RLVD, GRFT and IAR-STFT: (a) RFRFT, (c) RLVD, (d) GRFT, (e) IAR-STFT.
4.4 Detection Ability of Different Delays

The detection performance of IAR-STFT algorithm is affected not only by the different window width, but also by the different window delays. When the delay of the window equals the width of window, the signal amplitude decreases for multiplying a Gaussian window, which results in a decline in detection performance. So we can reduce each delay of window appropriately to reuse part of the energy of signal to improve the detection ability. However, this results in the increasing of computational complexity. To get a more optimal delay of window, the detection probability versus different delays of window is given in Fig. 7.

When the delay of the window is smaller than its width, the accumulated energy of the target will alter with the varying overlapping of the window because the target energy in each window is reused. When the ratio of window width to the delay increases, the overlapping part of the window function will also increase, which can improve the accumulated energy of the echoes and the detection probability of target. It can be seen from Fig. 7 that when \( n \) of WDR is 3, the detection probability is almost 1. The detection probability of target can be improved by increasing WDR. Thus the detection result is more reliable while the SCR is low. Figure 8 shows the experimental results when SCR is -44 dB. According to the results, the detection probability nearly equals 1 when \( n \) equals 6.

4.5 Computational Cost

Suppose that \( M_t, N_p, N_s, N_v, N_a \) and \( K \) indicate the number of lag samples to RLVD, the number of transform order to RFRFT, the searching number of the initial slant range, the searching number of the equivalent radial velocity, the searching number of the equivalent radial acceleration, and the number of moving times of the window, respectively.

1) IAR-STFT

The computational complexity of this algorithm mainly includes the IAR-STFT of the pulse compression signal, the second phase compensation is carried out, and the energy in each window is accumulated and two-dimensional search of velocity and acceleration. Each group of searching includes \( L \)-point FFT for \( K \) times, the compensation is a \( K \)-point matrix multiplication operation, and energy accumulation includes \( K \)-point FFT in each range cell. Therefore, the amount of calculation for this algorithm is \( O[N_t N_s N_v (KL \log_2 L)(K + K \log_2 K)] \).

2) GRFT [42]

This algorithm removes RM by three-dimensional searching, and the GRFT algorithm cannot directly use the FFT-based filter bank because the input data are different for different filters. This algorithm removes DFM by compensation for each data. Therefore, the amount of calculation for this algorithm is \( O[N_t N_s N_v M^2] \).

3) RFRFT [9], [20]

This algorithm removes RM by three-dimensional searching and eliminates DFM by FRFT. The computational load of FRFT is \( O[N_p M \log_2 M] \). Therefore, the
amount of calculation is $O[N, N, N, N_p M \log_2 M]$.

4) IAR-FRFT [21]

This algorithm removes RM by searching velocity and eliminates DFM by FRFT for each range cell. Therefore, the amount of calculation is $O[N, N, N, N_p M \log_2 M]$. 

5) RLVD [25–27]

This algorithm exploits three-dimensional searching to remove RM. DFM is eliminated by LVD. The computational load of the LVD operation includes the SFT-IFFT interpolation operation $O[M, M \log_2 M]$ and two-dimensional FFT operation $O[M, M \log_2 M + M, M \log_2 M]$. Therefore, the amount of calculation for this algorithm is $O[N, N, N_p (4M, M \log_2 M + M, M \log_2 M + M, M \log_2 M)]$.

In the simulations, let $N = N$, $M = 1$, $L = 4$. The computational complexity comparisons are shown in Tab. 4.

5. Conclusions

Based on the temporal and spatial correlation of sea clutter, this paper adopts a suitable sea clutter model, and proposes a novel algorithm IAR-STFT to detect the weak moving target in the sea clutter. It solves the problem that FFT cannot deal with non-stationary signals. The pulse compression signal is divided into several suitable blocks after eliminating the RM through the IAR, and each block of signals can be regarded as stationary, which can be processed by FFT, and all block signals are accumulated after phase compensating. Finally, the effectiveness of this algorithm is verified by several simulations. The results show that the detection performance of IAR-STFT is superior to that of the RFRFT, IAR-FRFT, GRFT and RLVD, e.g., when the SNR is $-45$ dB, the detection performance of IAR-STFT is about 55%, which is higher than that of GRFT, RLVD, IAR-FRFT and RFRFT. And by reducing the delay of the window, the detection performance of the IAR-STFT algorithm can be improved in a lower SCR.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Computational complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAR-STFT</td>
<td>$O[N, N, N, N_p M \log_2 M]$</td>
</tr>
<tr>
<td>GRFT</td>
<td>$O[N, N, N_p M \log_2 M]$</td>
</tr>
<tr>
<td>RFRFT</td>
<td>$O[N, N, N_p M \log_2 M]$</td>
</tr>
<tr>
<td>IAR-FRFT</td>
<td>$O[N, N, N_p M \log_2 M]$</td>
</tr>
<tr>
<td>RLVD</td>
<td>$O[N, N, (6M^2 \log_2 M)]$</td>
</tr>
</tbody>
</table>

Tab. 4. Comparison of computational complexity.
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