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#### Abstract

Digital subsystem prefers CMOS process, but it is difficult to manage speed and average power ( $P_{\text {avg }}$ ) trade-off in each era with power supply voltage $\left(V_{d d}\right)$ scaling. Current mode logic (CML) has emerged as an alternative to design the fundamental block of a SerDes, namely, the latch. However, available CML circuits consume significant $P_{\text {avg }}$ and suffer from rapid input slewing. Typically, fast switching inputs enable current flow to effective supply voltage $V_{P}$ and overcharges output. In fact, $V_{P}$ is different than externally applied $V_{d d}$ and oscillates with time as and when an abrupt current is drawn. This affects delay $t_{d}$ and introduces jitter. The topic presents a new latch for SerDes interface using a new current steering circuit and coupled to a power delivery network (PDN). The significant point is to attain an almost constant $t_{d}$ in comparison to conventional designs while the $V_{d d}$ changes. The post-layout results at $0.09-\mu m$ CMOS and $1.1 \mathrm{~V} V_{d d}$ indicate that the $P_{\text {avg }}$ and $t_{d}$ are $339.5 \mu \mathrm{~W}$ and 61.9 ps, respectively, at $27^{\circ} \mathrm{C}$. Surprisingly, the $t_{d}$ variation is noted to be minimum and the power supply noise induced jitter is around 1.5 ns when $V_{P}$ close to the circuit varies due to sudden current.
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## 1. Introduction

High performance logic circuits having low-power and high data rate have emerged due to the increasing demand for high-speed communication, namely, SerDes [1]. High noise immunity and clock rates are also essential for the basic building blocks. The most important building block of a SerDes is a latch, where CML is preferred to meet the power requirements [2]. CMOS cannot be used for tens of Gbps. Even though in sub nanometer CMOS is used with transition frequencies, namely, 300 GHz for n-channel and 200 GHz for p -channel, there are drawbacks to address. The most significant one is to accommodate reduction of $V_{\mathrm{P}}$ [3]. $V_{\mathrm{dd}}$ has been reduced significantly to maintain the electric field in the channel region. Low-voltage constraint restricts
the use of several stacked gates in a CMOS and makes conventional circuits unsuitable [4]. Further, short channel effects degrade small-signal parameters and limit the use of CMOS in sub nanometer era [5]. This affects the intrinsic gain of the gates and degrades noise margin. Even though novel CML circuits have been presented, the problem of stacking several level of gates under a low voltage constraint has not been discussed. Novel approaches accommodate additional gates to operate at low $V_{\mathrm{dd}}$ and high-speed [6]. These gates require bias circuitry, which results in a complex design and increases layout area. In a given process and $V_{\mathrm{dd}}$, latches using CML logic are established in terms of $P_{\text {avg }}, t_{\mathrm{d}}$, figure of merit (FoM), power delay product (PDP) and output noise. It is imperative for a latch to provide delay time intervals with varying offset for a specific application even under identical biasing conditions. This happens due to process, voltage and temperature (PVT). In a SerDes other circuits are included along with latch while connected to a common $V_{P}$ and all do not operate at the same time [7]. As some circuits are suddenly turned on, an abrupt current is drawn. $V_{\mathrm{P}}$ droops and oscillates with time due to $L \mathrm{~d} i / \mathrm{d} t$ noise [8]. It is imperative to understand the effect of power supply noise (PSN) on delay and how the jitter so introduced varies with PSN.

This title reports a latch for SerDes interface and operating at 1 GHz and rise $\left(t_{\mathrm{R}}\right)$, fall ( $t_{\mathrm{F}}$ ) times of 100 ps . Coupled to a PDN, the performances are evaluated under PVT and when $V_{\mathrm{P}}$ is drooping and having fluctuations. In a SerDes, latch is designed with other circuits connected to a common $V_{\mathrm{P}}$. All of them do not operate at the same time and a sudden turn on of any circuit will cause a current $I(t)$ to be pumped in. This causes $V_{\mathrm{P}}$ to fluctuate due to $L \mathrm{~d} / / \mathrm{d} t$ noise. It is necessary to understand AC first droop effect on performance. The work is categorized as follows. Section 2 describes the working of conventional latches in the said technology, the problems and how the present design attempts to address it. The working of proposed design is elaborated in Sec. 3. Additionally, a model to derive delay analytically is shown to indicate dependency. Section 4 presents the result of post-layout simulation in $0.09-\mu \mathrm{m}$ CMOS and $1.1 \mathrm{~V} V_{\mathrm{dd}}$. The working, performances of frequency divider (FD) built using the present latch are detailed in Sec. 5. Lastly, Section 6 concludes.

## 2. Literature

A low voltage CML latch was proposed to estimate speed and power efficiency [9]. An analytical model was also derived to optimize speed and to understand power-delay dependency. Reference [10] presented high-speed regenerative latches robust against environmental noise sources. High-speed CML latch using active inductor was proposed to operate at $180-\mathrm{nm}$ CMOS and $V_{\mathrm{dd}}$ of 1.8 V [11]. Multiplexer latches (Mux-latches) and flip-flops having high throughput were presented for serial links [12]. Measurement results at $90-\mathrm{nm}$ CMOS indicate an almost bit-errorfree while operating at 6 Gbps . A low-voltage CML latch employing triple tail was presented to reduce need of $V_{\mathrm{dd}}$ [13]. Reference [14] proposed low-voltage high-speed CML latches at $40-\mathrm{nm}$ CMOS and $1.1 \mathrm{~V} V_{\mathrm{dd}}$. Error detecting latch (EDL) to design timing-error resilient system was presented in $28-\mathrm{nm}$ CMOS to indicate a $26 \%$ and $33 \%$ reduction in layout area and leakage power, respectively [15]. A CML latch exploiting dynamic body bias threshold lowering was designed using $40-\mathrm{nm}$ CMOS and $0.6 \mathrm{~V} V_{\mathrm{dd}}$ [16]. A SR NOR latch using silicon micro-ring resonator was presented to operate at 15 Gbps [17]. A reliable and low cost latch at $45-\mathrm{nm}$ CMOS was described to indicate tolerance to radiation induced single event upsets caused by high energetic particles [18]. Charge steering latches at $28-\mathrm{nm}$ FD-SOI CMOS was presented to note a $40 \%$ power saving at 28 Gbps for wireline transceivers [19]. Two low cost double-and-triple-nodeupset tolerant latches were presented for nano-scale CMOS [20]. Reference [21] presented an improved CML latch at $180-\mathrm{nm}$ CMOS process and $1.2 \mathrm{~V} V_{\mathrm{dd}}$ for high-speed application [21]. A CML latch employing forward body bias threshold lowering was described at $28-\mathrm{nm}$ FDSOI and $14-\mathrm{nm}$ CMOS to operate at 0.6 V [22]. Reference [23] proposed a ternary D latch using Graphene Nano Ribbon Field Effect Transistors (GNRFET) and shows better results in terms of $t_{\mathrm{d}}$ and $P_{\text {avg }}$ at $16-\mathrm{nm}$.

Designs using CML or readjusted CML are presented to improve performances in the said process and $V_{\mathrm{dd}}$. This comes at the cost of circuit complexity. Accommodating gates to control leakage current require precise biasing, which affects output swing, $P_{\text {avg }}, t_{\mathrm{d}}$ and FoM. Certainly, modifications were introduced to minimize either $P_{\text {avg }}$ or $t_{\mathrm{d}}$ but not both. There is no detail available on the trade-off or effect of rapidly switching input. Even after architectural adjustment, during read cycle data are available at the gates performing write operation. Eventually, inputs switching at GHz frequency and simultaneous availability at the write gates during read cycle causes either current flow towards $V_{\mathrm{P}}$ or outputs to be overcharged. In a SerDes, there are other circuits along with latch sharing a common $V_{\mathrm{P}}$, the voltage close to the circuit. Further, all may not operate at the same time and a sudden turn on will cause $V_{\mathrm{P}}$ to fluctuate due to $L \mathrm{~d} I / \mathrm{d} t$ noise. There is also no mention of the effect of AC first droop or power supply noise (PSN) on the delay, jitter of the conventional designs.

The following discussion highlights the outcome of conventional designs (Fig. 1) coupled to a typical PDN on


Fig. 1. Schematic of the conventional latches [13], [14], [21].
application of inputs (In1 and In2) switching at 1 GHz and $t_{\mathrm{R}}, t_{\mathrm{F}}$ of 100 ps . Gate sizes, bias current and resistances value are chosen in a manner to obtain roughly full swing voltage, comparable average power and optimum delay. At $0.09-\mu \mathrm{m}$ CMOS and $1.1 \mathrm{~V} V_{\mathrm{dd}}$, simulation in post-layout shows how the outputs (Out1 and Out2) deteriorate, Fig. 2. This is mainly attributed to fast switching inputs and its availability at the write gates, $\mathrm{M}_{\mathrm{N} 1}$ and $\mathrm{M}_{\mathrm{N} 3}$ of Fig. 1, during read cycle. Both effects allow a current to flow towards $V_{\mathrm{P}}$, thereby, in-


Fig. 2. Post-layout output transients of Fig. 1 [13], [14], [21].
creases $P_{\text {avg }}$ and makes $t_{\mathrm{d}}$ estimation quite difficult. In addition to so, NMOS $\mathrm{M}_{\mathrm{N} 4}$ in [13] is always on depending on clock Clk1 and Clk2. Apart from controlling the write or read cycle, pair of gates in the folded logic stage $\left(\mathrm{M}_{\mathrm{P} 1}\right.$ and $\mathrm{M}_{\mathrm{N} 1}$ ) [14] are also on based on clock. This creates a direct path between $V_{\mathrm{P}}$, ground and increases $P_{\text {avg }}$. The $P_{\text {avg }}, t_{\mathrm{d}}$ and FoM are tabulated in comparison section highlighting performances deviation with present design. This work avoids the issue using a latch designed with a new current steering circuit [24]. It also accommodates structural adjustment to abstain output from deterioration due to fast slewing input and also to maintain full voltage swing. This minimizes average power and results in an almost flat delay. Subsequently, performances are evaluated under PVT and PSN due to injection of high $I(t)$.

## 3. Proposed Latch

The proposed latch coupled to a common PDN and current $I(t)$ drawn by other circuits is shown in Fig. 3(a) [8]. Package pin and socket used to join PCB to a stable $V_{\mathrm{dd}}$ are inductance $L_{\mathrm{mb}}$, capacitance $C_{\mathrm{mb}}$ and resistance $R_{\mathrm{mb}}$. Along
with them the path to power supply also contains resistance $R_{\text {skt }}$ and inductance $L_{\text {skt. }}$. The package inductance to connect C4 silicon bump to package decoupling capacitance $C_{\mathrm{pkg}}$ is $L_{\mathrm{pkg}}$ whereas, active resistance of decoupling capacitance and package traces is $R_{\mathrm{pkg}}$. The resistance and inductance due to via are $R_{\text {via }}$ and $L_{\text {via }}$, respectively. However, the resistance and decoupling capacitance of die are $R_{\text {die }}$ and $C_{\text {die }}$, respectively. Normally, as other circuits are suddenly turned on, the current drawn is $I(t)$. Besides, $V_{\mathrm{P}}$ is maintained close to $V_{\text {dd }}$ using $C_{\text {die }}$ and oscillation peak is regulated with $R_{\text {die }}$. The sudden $I(t)$ causes $V_{\mathrm{P}}$ to droop and oscillate with PDN frequency, thereby affects $t_{\mathrm{d}}$. A regular CPU is imitated using the PDN, where 3-7 clock cycles are required to generated $I(t)$ of $10-30 \mathrm{~A}$. The working of latch coupled to a PDN is described to note performances with process, voltage, temperature and during the period $V_{\mathrm{P}}$ is drooping.

Latch built using two identical current steering circuits [24] and connected in a cross-coupled manner is shown in Fig. 3(b). It is designed using PMOS ( $\mathrm{M}_{\mathrm{P} 1}$ ) and two NMOS $\left(\mathrm{M}_{\mathrm{N} 1}\right.$ and $\left.\mathrm{M}_{\mathrm{N} 2}\right)$ gates. A bias voltage $V_{\mathrm{b}}$ applied as shown in Fig. 3(b) allows $\mathrm{M}_{\mathrm{N} 1}$ to be always on. Further, the source and drain terminals of the $\mathrm{M}_{\mathrm{P} 1}$ and $\mathrm{M}_{\mathrm{N} 2}$, respectively, are shorted and connected to the drain terminals of PMOS MP2. The clock Clk 2 and Clk 1 at the gate of $\mathrm{M}_{\mathrm{P} 2}$ either allow the differential data at the inputs In1 and In2 to be written at the outputs Out1 and Out2, respectively, or retain the previous state of the outputs. A logic low and high at the Clk2 and Clk1, respectively, allows write operation. However, a viceversa enables the cross-coupled $\mathrm{M}_{\mathrm{N} 2}$ to retain the corresponding data at the outputs.

During read cycle the present set-up, Fig. 3(b), avoids retention of differential data at the Out1 and Out2, respectively. To establish the fact let us consider that the Out1 and Out2 are at logic high and low, respectively. This allows one of the cross-coupled $\mathrm{M}_{\mathrm{N} 2}$ to be on. Since Clk 1 is also enabled during the cycle, Out2 is also noted to be charged to logic high through $\mathrm{M}_{\mathrm{N} 2 \mathrm{~A}}$. Subsequently, both the outputs are at same logic level, which is undesirable. Similar behavior is evident with logic low and high at the Out1 and Out2, respectively. Therefore, Figure 3(b) is modified to retain differential data at the outputs. The cross-coupled $\mathrm{M}_{\mathrm{N} 2}$ is replaced with PMOS $M_{\mathrm{P} 3}$ to avoid state change at the outputs, while the remaining connections are unaltered. This is shown in Fig. 3(b) with bidirectional arrows. Even though differential data are retained at the outputs, two more issues arise due to fast slewing inputs. Normally, differential data switching at 1 ns and $t_{\mathrm{R}}, t_{\mathrm{F}}$ times of about 0.1 ns are fed at the In1 and In2, respectively. Even though, the clock enables the read cycle, differential data are available continuously at the In1and In2 of the gates $\mathrm{M}_{\mathrm{P} 1}$. This results in a flow of current towards $V_{\mathrm{P}}$ and deteriorates the Out1 and Out2 from having a complete voltage swing.

Ensuing discussion detailed how to avoid worsening of the outputs and the subsequent lowering of voltage swing during read cycle. One approach is to break the path between $V_{\mathrm{P}}$ and ground to forbid current flow towards $V_{\mathrm{P}}$. A gate is inserted and controlled using the write clock to forestall current flow during read cycle. However, stack height increa-


Fig. 3. (a) Block diagram of latch coupled to a typical PDN. (b) Schematic of the latch built using current steering circuit.
ses and additional voltage drop across each gate prevents full voltage swing at the outputs. Figure 4 shows an alternative design derived from Fig. 3(b). Two additional NMOS M $\mathrm{M}_{\mathrm{N} 2}$ and transmission gate (TG) built using PMOS $M_{P 4}$ and NMOS $M_{N 3}$ are included in the design as shown in the figure. $\mathrm{M}_{\mathrm{N} 2}$ is biased with an aim to create additional discharging path. Whereas, TG separates the $\mathrm{M}_{\mathrm{P} 1}$ from fast switching inputs during read cycle. The usefulness of $\mathrm{M}_{\mathrm{N} 2}$ is understood with the following case. Suppose, the Out1 and Out2 are at logic high and low, respectively. During the next write cycle a logic low and high are to be written at the Out1 and Out2, respectively. In the absence of $\mathrm{M}_{\mathrm{N} 2}$, Out1 discharges through $\mathrm{M}_{\mathrm{N} 1}$ and Out2 charges towards $\mathrm{V}_{\mathrm{P}}$. It is interesting to note that the Outl cannot be discharged completely. The inclusion of $\mathrm{M}_{\mathrm{N} 2}$ provides an additional discharging path. Initially, $\mathrm{M}_{\text {N2B }}$ is off because Out2 is at logic low and Out1 discharges through $\mathrm{M}_{\text {NIB }}$ only. But as Out2 charges to a certain level ( $\approx$ to the threshold of $\mathrm{M}_{\mathrm{N} 2 \mathrm{~A}}$ ), $\mathrm{M}_{\mathrm{N} 2 \mathrm{~B}}$ turns on and Out discharges through the two paths.

The clock that enables the write and read cycle also controls the TG operation. During read cycle, TG prevents the differential data at the In1 and In2 to be available at the write gates $M_{P 1}$. In fact, the gate terminal of $M_{P 1}$ is not floating but maintains the last data bit (logic high or low) of the write cycle during the entire read period. This inhibits switching while the on-resistance of the TG, $\mathrm{M}_{\mathrm{P} 1}$ capacitance forms a low pass filter. Therefore, suppression of the high frequency components avoids current flow towards $V_{P}$ and prevents the outputs from falling apart.

### 3.1 Analytical Model for Delay

Figure 4 allows it to be modelled analytically to understand $t_{\mathrm{d}}$ dependency. Writing state equation over different time scale during write cycle facilitates $t_{\mathrm{d}}$ to be expressed in terms of design variables and process parameters. This will be a factor to determine $t_{\mathrm{d}}$ without affecting $P_{\text {avg }}$. A section of Fig. 4 is redrawn in Fig. 5(a), where the gate voltage of $\mathrm{M}_{\mathrm{N} 2 \mathrm{~B}}$ is set at Out2 because of the connection, Fig. 4. Let us assume that the Out1 and Out2 are at logic high and low, respectively, as shown in Fig. 5(b, c). In this figure the high and low values are denoted using $V_{\mathrm{OH}}$ and $V_{\mathrm{OL}}$, respectively, whereas $V_{50 \%}$ is equal to half of $V_{\text {dd }}$. A high to low and a low to high switching at the Out1 and Out2, respectively, also correspond to an identical behavior at the In1 and In2, respectively. Typically, the swing at Out2 is expressed as $V_{\mathrm{OH}}-V_{\mathrm{Out}}$, where $V_{\text {Out1 }}$ refers to voltage level at Out1and happens to be a fair approximation. At node Out1,

$$
\begin{equation*}
I_{\mathrm{L}}=I_{\mathrm{P} 1}-I_{\mathrm{N} 1}-I_{\mathrm{N} 2} . \tag{1}
\end{equation*}
$$

A low to high switching at the $\operatorname{In} 2$ disables $\mathrm{M}_{\mathrm{PIB}}$, thereby sets $I_{\mathrm{P} 1} \approx 0$ and a $V_{\mathrm{OL}}$ at Out 2 also sets $I_{\mathrm{N} 2} \approx 0$ at the onset of discharging process. Therefore,

$$
\begin{equation*}
I_{\mathrm{L}}=C_{\mathrm{L}} \frac{\mathrm{~d} V_{\text {Outl }}}{\mathrm{d} t}=-I_{\mathrm{N} 1} \tag{2}
\end{equation*}
$$

Now

$$
I_{\mathrm{N} 1}=\frac{1}{2} \mu_{\mathrm{n}} C_{\mathrm{OX}}\left(\frac{W}{L}\right)_{\mathrm{N} 1}\left(V_{\mathrm{GSN} 1}-V_{\mathrm{T} 0 \mathrm{~N} 1}\right)^{2}
$$

$$
\begin{equation*}
I_{\mathrm{N} 1}=\frac{1}{2} \mu_{\mathrm{n}} C_{\mathrm{OX}}\left(\frac{W}{L}\right)_{\mathrm{N} 1}\left(V_{\mathrm{b}}-V_{\mathrm{TON} 1}\right)^{2} \tag{3}
\end{equation*}
$$

where $V_{\mathrm{GSN} 1}=V_{\mathrm{b}}, V_{\mathrm{T} 0 \mathrm{~N} 1}, W_{\mathrm{N} 1}$ and $L_{\mathrm{N} 1}$ are the gate to source, threshold voltage, width and length of $\mathrm{M}_{\mathrm{N} 1}$. However, $\mu_{\mathrm{n}}$ and $C_{\text {OX }}$ are process parameters. Subsequently, (1) can be written as,

$$
\begin{align*}
& C_{\mathrm{L}} \frac{\mathrm{~d} V_{\text {Out1 }}}{\mathrm{d} t}=-\frac{1}{2} \mu_{\mathrm{n}} C_{\mathrm{OX}}\left(\frac{W}{L}\right)_{\mathrm{N} 1}\left(V_{\mathrm{b}}-V_{\mathrm{TON1}}\right)^{2}  \tag{4}\\
& \rightrightarrows \int_{t_{3}}^{t_{4}} \mathrm{~d} t=\frac{-2 C_{\mathrm{L}}}{\mu_{\mathrm{n}} C_{\mathrm{OX}}\left(\frac{W}{L}\right)_{\mathrm{N} 1}\left(V_{\mathrm{b}}-V_{\mathrm{TON1}}\right)^{2}} \int_{V_{\mathrm{OH}}}^{V_{\mathrm{OH}}-V_{\mathrm{TON1}}} \mathrm{~d} V_{\text {Out1 }} \\
& \rightrightarrows t_{4}-t_{3}=\frac{2 C_{L} V_{T 0 N 1}}{\mu_{\mathrm{n}} C_{\mathrm{OX}}\left(\frac{W}{L}\right)_{\mathrm{N} 1}\left(V_{\mathrm{b}}-V_{T O N 1}\right)^{2}} \tag{5}
\end{align*}
$$

Initially, Out1 discharges through the always on $\mathrm{M}_{\mathrm{N} 1}$ and Out2 charges through $M_{P 1}$ to $V_{P}$, Fig. 4(b). As Out2 reaches $V_{\mathrm{OL}}+V_{\mathrm{TP} 1}$, Fig. 5(c), $\mathrm{M}_{\mathrm{N} 2}$ also turns on to create an addition discharging path for Out1. Therefore, $I_{\mathrm{L}}=-I_{\mathrm{N} 1}-I_{\mathrm{N} 2}$ and

$$
\begin{equation*}
I_{\mathrm{L}}=C_{\mathrm{L}} \frac{\mathrm{~d} V_{\mathrm{Out1}}}{\mathrm{~d} t}=-I_{\mathrm{N} 1}-I_{\mathrm{N} 2} \tag{6}
\end{equation*}
$$

$\rightrightarrows C_{\mathrm{L}} \frac{\mathrm{d} V_{\text {Out1 }}}{\mathrm{d} t}=$
$-\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 1}}{2 L_{\mathrm{N} 1}}\left(V_{\mathrm{b}}-V_{\mathrm{T} 0 \mathrm{~N} 1}\right)^{2}-\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 2}}{2 L_{\mathrm{N} 2}}\left(V_{\mathrm{gN} 2}-V_{\mathrm{T} 0 \mathrm{~N} 2}\right)^{2}$
where $L_{\mathrm{N} 2}$ refers to the channel length of $\mathrm{M}_{\mathrm{N} 2}$ and $L_{\mathrm{N} 1}=L_{\mathrm{N} 2}=L$. Also, $W_{\mathrm{N} 2}, V_{\mathrm{gN} 2}$ and $V_{\mathrm{T} 0 \mathrm{~N} 2}$ are the width, gate to source and threshold voltage, respectively, of $\mathrm{M}_{\mathrm{N} 2}$. Substituting $V_{\mathrm{gN} 2}$ and $V_{\mathrm{TON} 1}=V_{\mathrm{T} 0 \mathrm{~N} 2}=V_{\mathrm{TON}}$ in (7) gives,
$C_{\mathrm{L}} \frac{\mathrm{d} V_{\text {Out1 }}}{\mathrm{d} t}=$
$-\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 1}}{2 L}\left(V_{\mathrm{b}}-V_{\mathrm{TON}}\right)^{2}-\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 2}}{2 L}\left(V_{\mathrm{OH}}-V_{\mathrm{Out} 1}-V_{\mathrm{TON}}\right)^{2}$


Fig. 4. Schematic of latch derived from Fig. 3(b) to achieve undistorted full voltage swing at the outputs.


Fig. 5. (a) Schematic of half of Fig. 4 and (b), (c) the corresponding waveform at the inputs and outputs.

$$
\begin{equation*}
\rightrightarrows C_{\mathrm{L}} \frac{\mathrm{~d} V_{\text {Out1 }}}{\mathrm{d} t}=-\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 2}}{2 L}\left[\left(V_{\text {Out1 }}-X_{1}\right)^{2}-k_{1}^{2}\right] \tag{9}
\end{equation*}
$$

where $X_{1}=V_{\mathrm{OH}}\left(1-V_{\mathrm{TON}}\right)$ and
$k_{1}^{2}=\frac{W_{\mathrm{N} 1}}{W_{\mathrm{N} 2}}\left(V_{\mathrm{b}}-V_{\mathrm{TON}}\right)^{2}+\left(V_{\mathrm{OH}}-V_{\mathrm{TON}}\right)^{2}-V_{\mathrm{OH}}^{2}\left(1-V_{\mathrm{TON}}\right)^{2}$.
Now rearranging (9) and integrating gives

$$
\int_{t_{4}}^{t_{5}} \mathrm{~d} t=\int_{V_{\text {OH }}-V_{\text {ToN }}}^{V_{\text {So\% }}} \frac{-2 C_{\mathrm{L}} \mathrm{~d} V_{\text {Out1 }}}{-\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 2}}{2 L}\left[\left(V_{\text {out }}-X_{1}\right)^{2}-k_{1}^{2}\right]}
$$

$\left(t_{5}-t_{4}\right)=\frac{L C_{\mathrm{L}}}{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 2} k_{1}}$
$\ln \frac{V_{\mathrm{OH}}^{2}-V_{\mathrm{OH}}\left(3 X_{1}-k_{1}\right)-V_{\mathrm{TON}}\left(V_{\mathrm{OH}}+2 k_{1}-2 X_{1}\right)+2\left(X_{1}^{2}-k_{1}^{2}\right)}{V_{\mathrm{OH}}^{2}-V_{\mathrm{OH}}\left(3 X_{1}+k_{1}\right)-V_{\mathrm{TON}}\left(V_{\mathrm{OH}}-2 k_{1}-2 X_{1}\right)+2\left(X_{1}^{2}-k_{1}^{2}\right)}$.
Substituting $V_{\mathrm{TON} 1}=V_{\mathrm{TON} 2}=V_{\mathrm{T} 0 \mathrm{~N}}$ in (5), the high-to-low delay ( $t_{\mathrm{pHL}}$ ) is written as

$$
\begin{align*}
& t_{5}-t_{3}=\frac{2 L C_{\mathrm{L}} V_{\mathrm{TON}}}{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 1}\left(V_{\mathrm{b}}-V_{\mathrm{TON}}\right)^{2}}+\frac{L C_{\mathrm{L}}}{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 2} k_{1}} . \\
& \ln \frac{V_{\mathrm{OH}}^{2}-V_{\mathrm{OH}}\left(3 X_{1}-k_{1}\right)-V_{\mathrm{TON}}\left(V_{\mathrm{OH}}+2 k_{1}-2 X_{1}\right)+2\left(X_{1}^{2}-k_{1}^{2}\right)}{V_{\mathrm{OH}}^{2}-V_{\mathrm{OH}}\left(3 X_{1}+k_{1}\right)-V_{\mathrm{TON}}\left(V_{\mathrm{OH}}-2 k_{1}-2 X_{1}\right)+2\left(X_{1}^{2}-k_{1}^{2}\right)} . \tag{11}
\end{align*}
$$

Now a high to low switching at the In2 enables $\mathrm{M}_{\mathrm{PIB}}$ whereas, a $\left(V_{\mathrm{OH}}-V_{\mathrm{Out}}\right)$ at the Out2 sets $\mathrm{M}_{\mathrm{N} 2 \mathrm{~B}}$ at the onset of charging process. At node Out1, the state equation is same as (1). Therefore,

$$
\begin{equation*}
I_{\mathrm{L}}=C_{\mathrm{L}} \frac{\mathrm{~d} V_{\mathrm{Out1}}}{\mathrm{~d} t}=I_{\mathrm{P} 1}-I_{\mathrm{N} 1}-I_{\mathrm{N} 2} \tag{12}
\end{equation*}
$$

During charging, $\mathrm{M}_{\mathrm{P} 1}$ is in saturation and $\mathrm{M}_{\mathrm{N} 1}, \mathrm{M}_{\mathrm{N} 2}$ operate in linear region. Therefore,

$$
\begin{align*}
C_{\mathrm{L}} \frac{\mathrm{~d} V_{\mathrm{Out1}}}{\mathrm{~d} t}= & \frac{\mu_{\mathrm{p}} C_{\mathrm{OX}} W_{\mathrm{P} 1}}{2 L_{\mathrm{P} 1}}\left(V_{\mathrm{SP} 1}-V_{\mathrm{OL}}-V_{\mathrm{TP} 1}\right)^{2}\left[1+\lambda_{\mathrm{P} 1}\left(V_{\mathrm{SP} 1}-V_{\mathrm{Out} 1}\right)\right]- \\
& {\left[\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 1}}{L}\left\{\left(V_{\mathrm{b}}-V_{\mathrm{TON} 1}\right) V_{\mathrm{Out1}}-\frac{V_{\mathrm{Out1}}^{2}}{2}\right\}\right]-} \\
& {\left[\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}} W_{\mathrm{N} 2}}{L}\left\{\left(V_{\mathrm{OH}}-V_{\mathrm{TON} 2}\right) V_{\mathrm{Out1}}-\frac{3 V_{\mathrm{Out} 1}^{2}}{2}\right\}\right] } \tag{13}
\end{align*}
$$

where $W_{\mathrm{P} 1}, L_{\mathrm{P} 1}, V_{\mathrm{SP} 1}, V_{\mathrm{TP} 1}$ and $\lambda_{\mathrm{P} 1}$ are the width, length, source voltage, threshold voltage and channel length modulation coefficient, respectively, of $\mathrm{M}_{\mathrm{P} 1}$. However, $\mu_{\mathrm{p}}$ is a process parameter and the remaining parameters are defined above while discussing high to low delay. Rearranging (13),
$C_{\mathrm{L}} \frac{\mathrm{d} V_{\mathrm{Out} 1}}{\mathrm{~d} t}=\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}}\left(W_{\mathrm{N} 1}+3 W_{\mathrm{N} 2}\right)}{2 L}$

$$
\left[\begin{array}{l}
V_{\mathrm{Out} 1}^{2}-2 V_{\mathrm{Out} 1}\left\{\begin{array}{c}
W_{\mathrm{N} 1}\left(V_{\mathrm{b}}-V_{\mathrm{TON} 1}\right)+W_{\mathrm{N} 2}\left(V_{\mathrm{OH}}-V_{\mathrm{TON} 2}\right) \\
+\frac{\mu_{\mathrm{p}}}{2 \mu_{\mathrm{n}}} W_{\mathrm{P} 1}\left(V_{\mathrm{SP} 1}-V_{\mathrm{TP} 1}\right)^{2} \lambda_{\mathrm{P} 1} \\
W_{\mathrm{N} 1}+3 W_{\mathrm{N} 2}
\end{array}\right. \\
+\frac{\mu_{\mathrm{p}} W_{\mathrm{P} 1}}{\mu_{\mathrm{n} 1}\left(W_{\mathrm{N} 1}+3 W_{\mathrm{N} 2}\right)}\left(V_{\mathrm{SP} 1}-V_{\mathrm{TP} 1}\right)^{2}\left(1+\lambda_{\mathrm{P} 1} V_{\mathrm{SP} 1}\right) \tag{14}
\end{array}\right\}
$$

$\rightrightarrows C_{\mathrm{L}} \frac{\mathrm{d} V_{\mathrm{Out} 1}}{\mathrm{~d} t}=\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}}\left(W_{\mathrm{N} 1}+3 W_{\mathrm{N} 2}\right)}{2 L}\left\{\left(V_{\mathrm{Out1}}-X_{2}\right)^{2}-k_{2}^{2}\right\}$
where $X_{2}=$

$$
\frac{W_{N 1}\left(V_{\mathrm{b}}-V_{\mathrm{TON} 1}\right)+W_{\mathrm{N} 2}\left(V_{\mathrm{OH}}-V_{\mathrm{TON} 2}\right)+\frac{\mu_{\mathrm{p}}}{2 \mu_{\mathrm{n}}} W_{\mathrm{P} 1}\left(V_{\mathrm{SP} 1}-V_{\mathrm{TP} 1}\right)^{2} \lambda_{\mathrm{P} 1}}{W_{\mathrm{N} 1}+3 W_{\mathrm{N} 2}}
$$

and $\quad k_{2}^{2}=\frac{\mu_{\mathrm{p}} W_{\mathrm{P} 1}}{\mu_{\mathrm{n}}\left(W_{\mathrm{N} 1}+3 W_{\mathrm{N} 2}\right)}\left(V_{\mathrm{SP} 1}-V_{\mathrm{TP} 1}\right)^{2}\left(1+\lambda_{\mathrm{P} 1} V_{\mathrm{SP} 1}\right)-X_{2}^{2}$.
Integrating (15) gives
$\int_{t_{0}}^{t_{1}} \mathrm{~d} t=\frac{2 L C_{\mathrm{L}}}{\mu_{\mathrm{n}} C_{\mathrm{OX}}\left(W_{\mathrm{N} 1}+3 W_{\mathrm{N} 2}\right)} \int_{0}^{V_{\mathrm{Tp} 1}} \frac{\mathrm{~d} V_{\text {Out1 }}}{\left(V_{\text {Out1 }}-X_{2}\right)^{2}-k_{2}^{2}}$
$t_{1}-t_{0}=\frac{L C_{\mathrm{L}}}{\mu_{\mathrm{n}} C_{\mathrm{OX}}\left(W_{\mathrm{N} 1}+3 W_{\mathrm{N} 2}\right) k_{2}} \ln \frac{X_{2}^{2}+V_{\mathrm{TP} 1}\left(k_{2}-X_{2}\right)-k_{2}^{2}}{X_{2}^{2}-V_{\mathrm{TP} 1}\left(k_{2}-X_{2}\right)-k_{2}^{2}}$.

As Out1 reaches $V_{\mathrm{OL}}+V_{\text {TP1 }}$ and Out2 at $V_{\mathrm{OH}}-V_{\text {Out }}$, the state equation at the Out is same as (12), where $\mathrm{M}_{\mathrm{P} 1}$ operates in linear region and $\mathrm{M}_{\mathrm{N} 1}, \mathrm{M}_{\mathrm{N} 2}$ are in saturation. Therefore,
$C_{\mathrm{L}} \frac{\mathrm{d} V_{\text {Out1 }}}{\mathrm{d} t}=$
$\frac{-\mu_{\mathrm{p}} C_{\mathrm{OX}} W_{\mathrm{P} 1}}{2 L}\left[V_{\mathrm{Out1}}^{2}-2 V_{\mathrm{Out1}} V_{\mathrm{TP} 1}+2 V_{\mathrm{SP} 1} V_{\mathrm{TP} 1}-V_{\mathrm{SP1}}{ }^{2}\right]-$
$\frac{\mu_{\mathrm{n}} C_{\mathrm{OX}}}{2 L}\left[W_{\mathrm{N} 1}\left(V_{\mathrm{b}}-V_{\mathrm{TON1}}\right)^{2}+W_{\mathrm{N} 2}\left\{\begin{array}{l}\left(V_{\mathrm{OH}}-V_{\mathrm{TON} 2}\right)^{2}+ \\ V_{\mathrm{Out} 1}^{2}-2\left(V_{\mathrm{OH}}-V_{\mathrm{TON} 2}\right) V_{\mathrm{Out1}} 1\end{array}\right\}\right]$
$C_{\mathrm{L}} \frac{\mathrm{d} V_{\mathrm{Out} 1}}{\mathrm{~d} t}=\frac{-C_{\mathrm{OX}}\left(\mu_{\mathrm{p}} W_{\mathrm{P} 1}+\mu_{\mathrm{n}} W_{\mathrm{N} 2}\right)}{2 L}\left[\left(V_{\mathrm{Out} 1}-X_{3}\right)^{2}-K_{3}^{2}\right]$
where $X_{3}=\frac{\mu_{\mathrm{p}} W_{\mathrm{P} 1} V_{\mathrm{TP} 1}+\mu_{\mathrm{n}} W_{\mathrm{N} 2}\left(V_{\mathrm{OH}}-V_{\mathrm{TON} 2}\right)}{\mu_{\mathrm{p}} W_{\mathrm{P} 1}+\mu_{\mathrm{n}} W_{\mathrm{N} 2}}$ and
$K_{3}^{2}=-X_{3}^{2}+\left[\begin{array}{c}\mu_{\mathrm{p}} W_{\mathrm{P} 1}\left(2 V_{\mathrm{SP} 1} V_{\mathrm{TP} 1}-V_{\mathrm{SP} 1}^{2}\right)+\mu_{\mathrm{n}} W_{\mathrm{N} 1}\left(V_{\mathrm{b}}-V_{\mathrm{TON} 1}\right)^{2} \\ +\mu_{\mathrm{n}} W_{\mathrm{N} 2}\left(V_{\mathrm{OH}}-V_{\mathrm{TON} 2}\right)^{2} \\ \mu_{\mathrm{p}} W_{\mathrm{P} 1}+\mu_{\mathrm{n} 1} W_{\mathrm{N} 2}\end{array}\right]$.
Integrating (19),

$$
\begin{align*}
\int_{t_{1}}^{t_{2}} \mathrm{~d} t= & \frac{2 L C_{\mathrm{L}}}{C_{\mathrm{OX}}\left(\mu_{\mathrm{p}} W_{\mathrm{P} 1}+\mu_{\mathrm{n}} W_{\mathrm{N} 2}\right)} \int_{V_{\mathrm{TP} 1}}^{V_{\mathrm{SO} /}} \frac{\mathrm{d} V_{\mathrm{Out} 1}}{K_{3}^{2}-\left(V_{\mathrm{Out} 1}-X_{3}\right)^{2}}  \tag{20}\\
t_{2}-t_{1}= & \frac{L C_{\mathrm{L}}}{C_{\mathrm{OX}}\left(\mu_{\mathrm{p}} W_{\mathrm{P} 1}+\mu_{\mathrm{n}} W_{\mathrm{N} 2}\right) k_{3}} . \\
& \ln \left\{\begin{array}{c}
2 K_{3}^{2}+k_{3}\left(V_{\mathrm{OH}}-2 V_{\mathrm{TP} 1}\right)+X_{3}\left(V_{\mathrm{OH}}+2 V_{\mathrm{TP} 1}\right) \\
2 K_{3}^{2}-k_{3}\left(V_{\mathrm{OH}}-2 V_{\mathrm{TP} 1}\right)+X_{3}\left(V_{\mathrm{OH}}+2 V_{\mathrm{TP} 1}\right) \\
-2 X_{3}^{2}-V_{\mathrm{TP} 1} V_{\mathrm{OH}}
\end{array}\right\} . \tag{21}
\end{align*}
$$

The low-to-high delay ( $t_{\mathrm{pLH}}$ ) is written as

$$
\begin{align*}
& t_{2}-t_{0}= \\
& \frac{L C_{\mathrm{L}}}{\mu_{\mathrm{n}} C_{\mathrm{OX}}\left(W_{\mathrm{N} 1}+3 W_{\mathrm{N} 2}\right) k_{2}} \ln \frac{X_{2}^{2}+V_{\mathrm{TP} 1}\left(k_{2}-X_{2}\right)-k_{2}^{2}}{X_{2}^{2}-V_{\mathrm{TP} 1}\left(k_{2}-X_{2}\right)-k_{2}^{2}}+ \\
& \frac{L C_{\mathrm{L}}}{C_{\mathrm{OX}}\left(\mu_{\mathrm{p}} W_{\mathrm{P} 1}+\mu_{\mathrm{n}} W_{\mathrm{N} 2}\right) k_{3}} . \\
& \ln \left\{\begin{array}{c}
2 K_{3}^{2}+k_{3}\left(V_{\mathrm{OH}}-2 V_{\mathrm{TP1} 1}\right)+X_{3}\left(V_{\mathrm{OH}}+2 V_{\mathrm{TP1}}\right) \\
-2 X_{3}^{2}-V_{\mathrm{TP} 1} V_{\mathrm{OH}} \\
2 K_{3}^{2}-k_{3}\left(V_{\mathrm{OH}}-2 V_{\mathrm{TP1} 1}\right)+X_{3}\left(V_{\mathrm{OH}}+2 V_{\mathrm{TP1}}\right) \\
-2 X_{3}^{2}-V_{\mathrm{TP} 1} V_{\mathrm{OH}}
\end{array}\right\} . \tag{22}
\end{align*}
$$

The total delay $\left(t_{\mathrm{d}}\right)$ is expressed as summation of (11) and (22). But, in a given process and $V_{\mathrm{dd}}$ the $t_{\mathrm{d}}\left(t_{\mathrm{pHL}}+t_{\mathrm{pLH}}\right)$ is a function of process parameter, design variable and bias voltage. Typically, the log term in (11) reduces to a constant value. Subsequently, $t_{\mathrm{pHL}}$ can be adjusted by varying $W$ of $\mathrm{M}_{\mathrm{N} 1}$ and $\mathrm{M}_{\mathrm{N} 2}$. Increasing $W$ enables more current flow to get a full voltage swing. Eventually, $t_{\mathrm{pHL}}$ decreases at the cost of $P_{\text {avg. Whereas, reducing }} W$ results in vice-versa. Similarly, for a given $V_{\mathrm{dd}}$ the log terms in (22) also reduce to a constant value. Therefore, $t_{\mathrm{pLH}}$ is noted to be adjusted only by varying $C_{\mathrm{L}}$ or $W$ of $\mathrm{M}_{\mathrm{N} 1}, \mathrm{M}_{\mathrm{N} 2}$ and $\mathrm{M}_{\mathrm{P} 1}$. The effect is found to be identical to that of $t_{\mathrm{pHL}}$. Therefore, $W$ needs to be chosen in a manner to maintain not only full voltage swing but also comparable $P_{\text {avg }}$ and optimum $t_{\mathrm{d}}$.

## 4. Results and Analysis

The circuit parasitic values in the PDN are shown in Tab. 1 [8]. At $0.09-\mu \mathrm{m}$ CMOS and $1.1 \mathrm{~V} V_{\text {dd. }}$. Table 2 shows
the gate sizes used to design Fig. 4 for an almost full voltage swing. The TG gate dimension is also chosen such that fast slewing data is avoided at the gate $\mathrm{M}_{\mathrm{P} 1}$ during read cycle but maintains a constant voltage to prevent floating case. The layout of Fig. 4 is shown in Fig. 6(a). The area is noted to be $18.4 \times 16.1 \mu \mathrm{~m}^{2}$ without the bond pads and added die decoupling capacitor. It includes inputs, outputs, clock, $\mathrm{V}_{\mathrm{P}}, \mathrm{V}_{\mathrm{b}}$ and ground connections. The clock, input and output vs. time in post-layout are shown in Fig. 6(b, c, d). It is observed that as long as Clk2 is at logic low $(\sim 0)$, data at the $\operatorname{In} 1$ and $\operatorname{In} 2$ are written at the Outl and Out2, respectively. The instant Clk 2 becomes logic high ( $\sim 1.1 \mathrm{~V}$ ), Clk 1 is a logic low and the latch enters hold state. This corresponds to the time around 2.5 ns . The cases arising for writing and holding both a logic low and high at the outputs are shown in Fig. 6(d). It is worthy to state that during this period, either 0 or 1.1 V is maintained at the gate of $\mathrm{M}_{\mathrm{P} 1}$ to prevent floating nodes. In comparison to clock and inputs the output transients in postlayout are noted to drop slightly due to layout parasitics pcap and pres. However, this drop is not significant enough to degrade working of FD as discussed later. The post-layout metrics along with the corresponding mean $(\mu)$ and standard deviation $(\sigma)$ are tabulated in Tab. 3 for no skew and $5 \%$ skew in $V_{\mathrm{dd}}$, rise and fall times. $P_{\text {avg }}$ is found to be varying between $232.7 \mu \mathrm{~W}$ for SS and $463.4 \mu \mathrm{~W}$ for FF for a fixed $V_{\mathrm{dd}}$. The corresponding variation for $t_{\mathrm{d}}$ is 49.7 ps for FF and 83.3 ps for SS. Yet, the difference in data for PDP and $V_{\mathrm{n}}$ at different corners is quite less. It is noted that $P_{\text {avg }}$ and PDP are highest for FF , where $3 \sigma$ is $41.1 \mu \mathrm{~W}$ and 2.1 fJ , respectively. Whereas, at $\mathrm{SS} t_{\mathrm{d}}$ and $V_{\mathrm{n}}$ are maximum and the $3 \sigma$ is about 2.4 ps and $12.6 \mathrm{nV} / \sqrt{ } \mathrm{Hz}$, respectively.

For a nominal (NN) case the histogram of $P_{\text {avg }}, t_{\mathrm{d}}$ and PDP are shown in Fig. 7. These are obtained while performing 500 run Monte Carlo analysis. The $P_{\text {avg }}, t_{\mathrm{d}}$ and PDP are similar to the no skew data in Tab. 3. The $\mu$ and $\sigma$

| Inductances | $\mathrm{L}_{\mathrm{vr}}$ | $\mathrm{L}_{\mathrm{blk}}$ | $\mathrm{L}_{\mathrm{mb}}$ | $\mathrm{L}_{\mathrm{pin}}$ | $\mathrm{L}_{\mathrm{pkg}}$ | $\mathrm{L}_{\mathrm{via}}$ | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 nH | 1 nH | 300 pH | 50 pH | 30 pH | 20 pH | - |
| Resistances | $\mathrm{R}_{\mathrm{vr}}$ | $\mathrm{R}_{\mathrm{blk}}$ | $\mathrm{R}_{\mathrm{mb}}$ | $\mathrm{R}_{\mathrm{pin}}$ | $\mathrm{R}_{\mathrm{pkg}}$ | $\mathrm{R}_{\text {via }}$ | $\mathrm{R}_{\text {die }}$ |
|  | $1 \mathrm{~m} \Omega$ | $2 \mathrm{~m} \Omega$ | $0.5 \mathrm{~m} \Omega$ | $0.2 \mathrm{~m} \Omega$ | $1 \mathrm{~m} \Omega$ | $0.2 \mathrm{~m} \Omega$ | $1 \mathrm{~m} \Omega$ |
| Capacitances | - | $\mathrm{C}_{\mathrm{blk}}$ | $\mathrm{C}_{\mathrm{mb}}$ | - | $\mathrm{C}_{\mathrm{pkg}}$ | - | $\mathrm{C}_{\text {die }}$ |
|  | - | 1.5 nF | 0.1 nF | - | 0.02 nF | - | 100 nF |

Tab. 1. Parasitic values of PDN of Fig. 3(a) [8].

| $\mathbf{M}_{\mathbf{P} 1}$ | $\mathbf{M P}_{\mathbf{P} 2}$ | $\mathbf{M P}_{\mathbf{P}}$ | $\mathbf{M}_{\mathbf{P} 4}$ | $\mathbf{M}_{\mathbf{N} 1}$ | $\mathbf{M}_{\mathbf{N} 2}$ | $\mathbf{M}_{\mathbf{N} 3}$ | $\mathbf{V}_{\mathbf{b}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $3.6 \mu / 100 \mathrm{n}$ | $9.0 \mu / 100 \mathrm{n}$ | $3.6 \mu / 100 \mathrm{n}$ | $3.0 \mu / 100 \mathrm{n}$ | $1.2 \mu / 100 \mathrm{n}$ | $1.0 \mu / 100 \mathrm{n}$ | $1.5 \mu / 100 \mathrm{n}$ | 0.6 V |

Tab. 2. Gate sizes of Fig. 4.

| Process \& corner |  | $\mathbf{P}_{\text {avg }}(\mu \mathbf{W})$ |  | $\mathrm{t}_{\mathrm{d}}(\mathrm{ps})$ |  | PDP (fJ) |  | $\mathrm{V}_{\mathrm{n}}(\mathrm{nV} / \sqrt{ } \mathbf{H z})$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No skew | NN | 339.6 |  | 61.8 |  | 21.0 |  | 4.0 |  |
|  | SS | 232.7 |  | 83.3 |  | 19.4 |  | 4.2 |  |
|  | FF | 463.4 |  | 49.7 |  | 23.0 |  | 3.8 |  |
|  | SF | 250.0 |  | 62.1 |  | 15.5 |  | 3.6 |  |
|  | FS | 383.7 |  | 52.8 |  | 20.3 |  | 5.3 |  |
|  |  | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ | $\mu$ | $\sigma$ |
| 5\% skew | NN | 339.6 | 10.5 | 61.8 | 0.3 | 21.0 | 0.6 | 4.0 | 0.04 |
|  | SS | 232.7 | 7.5 | 83.3 | 0.8 | 19.4 | 0.4 | 4.2 | 0.05 |
|  | FF | 463.4 | 13.7 | 49.7 | 0.2 | 23.0 | 0.7 | 3.8 | 0.03 |
|  | SF | 250.0 | 7.8 | 62.1 | 1.1 | 15.5 | 0.2 | 3.6 | 0.04 |
|  | FS | 383.7 | 12.6 | 52.8 | 0.7 | 20.3 | 0.3 | 5.3 | 0.03 |

Tab. 3. Performances metric in post-layout.
of the noise margin low $\left(\mathrm{NM}_{\mathrm{L}}\right)$ for all the process corners are found to have some dependence of temperature, Tab. 4. The same is true for noise margin high $\left(\mathrm{NM}_{\mathrm{H}}\right)$. Since $\sigma$ are in the range of few mV and the average values are larger, the confidence levels for our system tolerances are quite high. An estimate shows by computing the average of the $\sigma$ for both $\mathrm{NM}_{\mathrm{L}}$ and $\mathrm{NM}_{\mathrm{H}}$ over all temperatures that this circuit can work way over 3 sigma limits.

The performance variations of the present latch with temperature at distinct corners are illustrated in Fig. 8. The $P_{\text {avg }}$ drawn differs between $194.6 \mu \mathrm{~W}$ and $547.4 \mu \mathrm{~W}$ for SS and FF, respectively, as shown in Fig. 8(a). This confirms to


Fig. 6. (a) Layout of Fig. 4, plot of (b) clock, (c) input and (d) output vs. time in post-layout.


Fig. 7. Monte Carlo analysis of (a) $P_{\text {avg }}$, (b) $t_{\mathrm{d}}$ and (c) $P D P$.

| Temperature <br> $\left({ }^{\circ} \mathbf{C}\right)$ | $\mathbf{N M}_{\mathbf{L}}(\mathbf{V})$ |  | $\mathbf{N M}_{\mathbf{H}}(\mathbf{V})$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{\mu}$ | $\boldsymbol{\sigma}$ | $\boldsymbol{\mu}$ | $\boldsymbol{\sigma}$ |
| -27 | 0.4 | 0.1 | 0.3 | 0.02 |
| 0 | 0.4 | 0.1 | 0.28 | 0.03 |
| 27 | 0.4 | 0.1 | 0.27 | 0.03 |
| 54 | 0.4 | 0.1 | 0.26 | 0.03 |
| 90 | 0.4 | 0.1 | 0.25 | 0.03 |

Tab. 4. Noise margin variation with temperature in post-layout.
a temperature change of $117^{\circ} \mathrm{C}$ and attributed to an increase in $t_{\mathrm{d}}$ between the input and output, Fig. 8(b). At distinct corners, a temperature variation between $-27^{\circ} \mathrm{C}$ and $90^{\circ} \mathrm{C}$ enables a change by $15.7 \mathrm{ps}, 23.7 \mathrm{ps}, 13.6 \mathrm{ps}, 11.6 \mathrm{ps}$ and 24.8 ps , respectively. Subsequently, this refers to an increase of about 0.1 ps for $1^{\circ} \mathrm{C}$ temperature change. In addition to that, PDP drops with an increase in temperature and corresponds to about 0.01 fJ for $1^{\circ} \mathrm{C}$ temperature change, Fig. 8(c). A figure of merit (FoM) is defined in terms of energy delay product (EDP), area and NM (23) to indicate circuit robustness. The objective is to minimize FoM for a given process, $V_{\mathrm{dd}}$ and junction temperature. For a NN process, FoM is noted to be $0.56 \mathrm{~ns} \times \mathrm{fJ} \times \mu \mathrm{m}^{2}$ at $1.1 \mathrm{~V} V_{\mathrm{dd}}$ and $27^{\circ} \mathrm{C}$. But remains almost flat with $117^{\circ} \mathrm{C}$ temperature shift.

$$
\begin{equation*}
F o M=E D P \times \text { Area } \times \frac{\text { Voltage Swing }}{\text { Noise Margin }} \tag{23}
\end{equation*}
$$

Figure 9(a) illustrates that corresponding to a $V_{\mathrm{dd}}$ variation between 0.8 V to 1.1 V , the $P_{\text {avg }}$ drawn in post-layout
varies between $122 \mu \mathrm{~W}$ and $463.3 \mu \mathrm{~W}$ for SS and FF , respectively. However, $P_{\text {avg }}$ drops by about $0.4-0.7 \mu \mathrm{~W}$ for 1 mV drop in $V_{\mathrm{dd}}$. At distinct corners, $t_{\mathrm{d}}$ changes by about $0.03-0.06 \mathrm{ps}$ for 1 mV drop in $V_{\mathrm{dd}}$, Fig. 9(b). However, the variation in $t_{\mathrm{d}}$ with $V_{\mathrm{dd}}$ is quite minimal in comparison to the temperature change. Figure 9(c) shows a PDP drop of $0.02-0.04 \mathrm{fJ}$ for 1 mV drop in $V_{\mathrm{dd}}$. At this point, one can say that at $0.09-\mu \mathrm{m}$ CMOS and 0.8 V the total capacitance is minimum. Thus, operating at this voltage increases speed because of lowering of capacitance thereby reduces power. FoM is also observed to reduce as $V_{\mathrm{dd}}$ shifts and confirms to a drop $0.007-0.008 \mathrm{~ns} \times \mathrm{fJ} \times \mu \mathrm{m}^{2}$ for 1 mV reduction.


Fig. 8. Performances variation: (a) $P_{\text {avg }}$, (b) $t_{\mathrm{d}}$, (c) PDP and (d) FoM vs. temperature.


Fig. 9. Performances variation: (a) $P_{\text {avg }}$, (b) $t_{\mathrm{d}}$, (c) PDP and (d) FoM vs. $V_{\text {dd }}$.

Figures 10 (a), (b) show the post-layout white noise $\left(V_{\mathrm{n}}\right)$ variation with frequency for different temperature and $V_{\mathrm{dd}}$, respectively. In both cases, the noise value reduces at higher frequency. The plot of output eye in post-layout is shown in Fig. 10(c). The eye goodness is determined using parameters defined in Tab. 5. The most significant parameters are the height and width of eye, Fig. 10(c). Typically, this defines the accuracy of the output voltage swing variations and timing jitter. In this connection the jitter is 0.2 ps while the eye opening is 162.2 mV . In addition to so, the rise and fall times are larger than the jitter, which normally changes them.


Fig. 10. Plot of output noise vs. frequency for different (a) temperature, (b) $V_{\mathrm{dd}}$ and (c) output eye of Fig. 4.

| Parameters | Values |
| :---: | :---: |
| Threshold crossing average (ps) | 20.2 |
| Threshold crossing stddev (ps) | 11.2 |
| Level 0 mean (mV) | 57.5 |
| Level 0 stddev (mV) | 59.1 |
| Level 1 mean (mV) | 819.0 |
| Level 1 stddev (mV) | 140.6 |
| Eye amplitude (mV) | 761.4 |
| Eye height (mV) | 162.2 |
| Eye width (ps) | 21.8 |
| Eye S/N | 3.8 |
| Eye rise time (ps) | 8.9 |
| Eye fall time (ps) | 14.9 |
| Random jitter (left) (ps) | 0.2 |
| Random jitter (right) (ps) | 0.04 |
| Deterministic jitter (ps) | 0.06 |

Tab. 5. Eye details in post-layout.

### 4.1 Performance Study under PSN

Following pumping of sudden current $I(t)$ the node P $V_{\mathrm{P}}$ is observed to understand the $t_{\mathrm{d}}$ variation. It is imperative for the $t_{\mathrm{d}}$ to vary due to $V_{\mathrm{P}}$ fluctuations as shown in Fig. 11(a). Figures 11(b, c, d) illustrate the variation in the In1 and Out1 following the $0-10 \mathrm{~A}, 20 \mathrm{~A}$ and 30 A in 10 ns .

The In1 and Out1 variations for $0-30 \mathrm{~A}$ in 10 ns are shown in Fig. 12 on different time scale to understand the delay change. Typically, this shows the Outl variation as the $V_{\mathrm{P}}$ shifts from 1.1 V to AC first droop and goes back to 1.1 V. Initially, the $t_{\mathrm{d}}$ because of no noise in $V_{\mathrm{P}}$, Fig. 12(a), is denoted by $\zeta$. As $V_{\mathrm{P}}$ drops to 0.819 V , $t_{\mathrm{d}}$ is noted to be shifted by $\Delta$, Fig. 12(b). A $t_{\mathrm{d}}$ identical to Fig. 12(a) is noted as $V_{\mathrm{P}}$ ascents to 1.1 V , Fig. 12(c). Table 6 tabulates the $t_{\mathrm{d}}$ for all $I(t)$. It is interesting to note for $0-10 \mathrm{~A}$ and 20 A the $t_{\mathrm{d}}$ is quite close to the no noise data $(0 \mathrm{~A})$ at 1.1 V . However, $t_{\mathrm{d}}$ changes as $V_{\mathrm{P}}$ droops for larger $I(t)$.


Fig. 11. Plot of (a) $V_{\mathrm{P}}$ at node P and (b), (c), (d) In1, Out1 of Fig. 4 because of $I(t)$.


Fig. 12. Plot of (a), (b), (c) In 1 and Out1 due to $0-30 \mathrm{~A}$ in 10 ns to understand $t_{\mathrm{d}}$ variation.

| $\Delta \boldsymbol{V}_{\text {min }}$ <br> $(\mathbf{V})$ | Current <br> ramps | $\boldsymbol{t}_{\mathbf{d}}$ <br> $(\mathbf{p s})$ | Jitter <br> $(\mathbf{n s})$ | $\Delta \boldsymbol{V}_{\text {min }}$ <br> $(\mathbf{V})$ | $\mathbf{D C}$ <br> $(\mathbf{V})$ | $\boldsymbol{t}_{\mathbf{d}}$ <br> $(\mathbf{p s})$ | $\mathbf{J i t t e r}$ <br> $(\mathbf{n s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.280 | 1.1 V <br> $0-30 \mathrm{~A}$ | 53.0 | 1.5 |  | 0.819 | 62.0 | 1.5 |
| 0.187 | 1.1 V <br> $0-20 \mathrm{~A}$ | 60.0 | 1.5 | 0 | 0.913 | 63.0 | 1.5 |
| 0.090 | 1.1 V <br> $0-10 \mathrm{~A}$ | 61.7 | 1.5 |  | 1.01 | 62.7 | 1.5 |
| 0 | 1.1 V 0 A | 61.8 | 1.5 |  | 0 |  | 1.5 |

Tab. 6. $t_{\mathrm{d}}$ and jitter due to AC first droop and DC.
At this point, it also necessary to understand the $t_{\mathrm{d}}$ change with DC. This refers to replacing AC first droop with $V_{\mathrm{dd}}$ in Fig. 3(b). The $t_{\mathrm{d}}$ with DC is also tabulated in Tab. 6 to indicate an almost identical result to that of 1.1 V . It is worth to mention that $L \mathrm{~d} i / \mathrm{d} t$ noise has least effect on the $t_{\mathrm{d}}$.

The variation in period is often called jitter. This is evaluated from the time fall while there is a shift in noise from the minimal value to zero. The jitter out of AC noise and DC are tabulated in Tab. 6 to portray a constant value. Normally, CPU power can be as high as 100 W with $1 \mathrm{~V} V_{\mathrm{dd}}$.

But, the present work considers only 30 A which is 30 W . This current reduces $V_{\mathrm{P}}$ from 1.1 V to 0.8 V and the circuit part works. The 30 W requires a robust design for thermal management. If the junction temperature is less than the required maximum allowed junction temperature, the part-will work reliably. Normally that number for silicon is about $90^{\circ} \mathrm{C}$ (Intel product lines). So, this $30 \mathrm{~A}(\sim 30 \mathrm{~W})$ will not produce any problem to reduce the reliability.

### 4.2 Performances Comparison

To make a fair comparison [13], [14] and [21] are designed in $0.09-\mu \mathrm{m}$ and $V_{\mathrm{dd}}$ of 1.1 V as shown in Tab. 8. Gate sizes, bias current and resistances value required to attain an almost full voltage swing are tabulated in Tab. 7. Based on these, Out1, Out2 are obtained for In1, In2 switching at 1 GHz and $t_{\mathrm{R}}, t_{\mathrm{F}}$ of 100 ps as shown in Fig. 2. Normally, fast switching In1, In2 and its availability at the write gates during read cycle allows a current to flow towards $V_{\mathrm{P}}$. In addition to so, inclusion of NMOS $\mathrm{M}_{\mathrm{N} 4}$ [13] and the folded logic stage [14] creates a direct path between $V_{\mathrm{P}}$ and ground. Current flows through the path to expedite $P_{\text {avg }}$ and degrades the output swing. Indeed, the third row depicts an increase in $P_{\text {avg. }}$. Structural adjustment in Fig. 4 avoids current flow to depict a far better output for inputs switching at 1 GHz . The present design has achieved a minimum value of 0.34 mW . The $t_{\mathrm{d}}$ between the input and output, referred to as latency, is 61.0 ps . This is close to [13], but less to that of [14] and [21]. The PDP also turns out to be minimum among all the designs. The FoM described using (23) implies the robustness of the circuit. A low value is desirable to indicate better performance in terms of EDP, layout area and noise margin (NM). Table 8 suggests that Fig. 4 is far better. At any given frequency, the present latch is switching close to 14 number of gates. Whereas the gate count for [14] and [21] is close to 10 and 8, respectively. Reference [21] has the smallest number of gates switching at any time, thereby, results in the lowest dynamic current. However, the layout area of all the gates in the present design is small. So, a low leakage current is expected as depicted in Tab. 8. Further, there are no constant current source in the proposed design while others used constant current sources. This, in fact, makes a significant difference in leakage current. It is also interesting to note that the proposed design can tolerate higher noise margin for lower and lowest for high logic level.

## 5. Frequency Divider using the Present Latch

The block diagram of the FD built using Fig. 4 is shown in Fig. 13(a). Two identical Fig. 4 are connected in a manner such that the Out1 and Out2 of latch B are fed back

|  | M ${ }_{\text {P1 }}$ | $\mathbf{M}_{\mathbf{N 1}}$ | $\mathbf{M}_{\mathbf{N} 2}$ | $\mathbf{M}^{1} 3$ | $\mathbf{M}_{\text {N4 }}$ | R | ISS | Io |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [13] | $1 \mu / 100 \mathrm{n}$ | 5 $/ 100 \mathrm{n}$ | $5 \mu / 100 \mathrm{n}$ | $7 \mu / 100 \mathrm{n}$ | 21 $\mu / 100 \mathrm{n}$ | - | - | - |
| [14] | $13 \mu / 100 \mathrm{n}$ | $13 \mu / 100 \mathrm{n}$ | $15 \mu / 100 \mathrm{n}$ | $13 \mu / 100 \mathrm{n}$ | $13 \mu / 100 \mathrm{n}$ | $1.2 \mathrm{k} \Omega$ | 2 mA | - |
| [21] | - | $11 \mu / 100 \mathrm{n}$ | $11 \mu / 100 \mathrm{n}$ | $11 \mu / 100 \mathrm{n}$ | 15 $\mu / 100 \mathrm{n}$ | $2.0 \mathrm{k} \Omega$ | - | $10 \mu \mathrm{~A}$ |

Tab. 7. Gate sizes of Fig. 1(a), (b), (c).

| Performances | Present | [13] | [14] | [21] |
| :---: | :---: | :---: | :---: | :---: |
| Technology (nm) | 90 | 90 | 90 | 90 |
| $V_{\text {dd }}(\mathrm{V})$ | 1.1 | 1.1 | 1.1 | 1.1 |
| $P_{\text {avg }}(\mathrm{mW})$ | 0.34 | 5.5 | 3.2 | 0.66 |
| $t_{\text {d }}(\mathrm{ps})$ | 61.0 | 60.3 | 84.2 | 69.3 |
| PDP (fJ) | 21.0 | 334 | 271 | 46.0 |
| FoM ( $\mathbf{n s} \times \mathbf{f J} \times \mu \mathrm{m}^{2}$ ) | 0.56 | 10.7 | 37.8 | 2.3 |
| Dynamic current ( $\mu \mathrm{A}$ ) | 54.8 | - | 88.5 | 5.1 |
| Static current ( $\mu \mathrm{A}$ ) | 256.6 | - | 2855.8 | 542.0 |
| Area ( $\mu^{2}$ ) | 296.2 | 367.6 | 1007.6 | 463.9 |
| $\mathrm{NM}_{\mathrm{L}}$ (V) | 0.406 | 0.166 | 0.065 | 0.076 |
| $\mathrm{NM}_{\mathrm{H}}(\mathrm{V})$ | 0.268 | 0.549 | 0.543 | 0.595 |
| $V_{\mathrm{n}}(\mathrm{nV} / \sqrt{ } \mathrm{Hz})$ | 4.0 | 2.3 | 2.1 | 2.3 |

Tab. 8. Performances comparison with conventional designs.

(a)

(b)

Fig. 13. (a) Block diagram of the frequency divider using Fig. 4 and (b) layout.
to the In2 and In1, respectively, of latch A while sharing one $V_{\mathrm{P}}$ and ground. The layout of Fig. 13(a) is portrayed in Fig. 13(b). The total area without the bond pads and die decoupling capacitor is noted to be $39.7 \times 16.1 \mu \mathrm{~m}^{2}$. The postlayout transients at the Out1 and Out2 are shown in Fig. 14. Figure 14 shows that the Out1 and Out2 are at twice the time period of Clk1 and Clk2, respectively. For a NN case, the histograms of $P_{\text {avg }}$ and $t_{\mathrm{d}}$, Fig. 15, are obtained to indicate a value of $643.4 \mu \mathrm{~W}$ and 90.8 ps , respectively.


Fig. 14. Post-layout output transient.


Fig. 15. Plot of Monte Carlo study (a) $P_{\text {avg }}$ and (b) $t_{\mathrm{d}}$.

## 6. Conclusions

A new low power latch coupled to a typical PDN is presented as an alternative to conventional designs built using CML. Simulation results at $90-\mathrm{nm}$ CMOS and $V_{\mathrm{dd}}$ of 1.1 V indicate an undistorted output even though inputs are slewing rapidly. In addition to that, the proposed latch consumes less power than $[13,14,21]$. Even though the $t_{\mathrm{d}}$ is comparable with [13], the present design achieves an almost constant $t_{\mathrm{d}}$ with $V_{\mathrm{dd}}$ variations at $27^{\circ} \mathrm{C}$. The shift in $t_{\mathrm{d}}$ is also minimum with temperature changes and lowest among all the design. A flat PDP is also obtained for both $V_{\mathrm{dd}}$ and temperature shift. However, an abrupt current pumped into the PDN causes the $V_{\mathrm{P}}$ near the die to fluctuate. It is interesting to note that the output plot does not deteriorate much for an $I(t)$ of $0-10$ or 20 A in 10 ns . In addition to that, the shift in $t_{\mathrm{d}}$ is minimal for the said $I(t)$. However, a large shift is expected beyond 20 A . The jitter so introduced because of PSN is noted to be about 1.5 ns .
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