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Abstract. One of the most important units of Low-Density 
Parity-Check (LDPC) decoders is the Check-Node Unit. Its 
main task is to find the first two minimum values among 
incoming variable-to-check messages and return check-to-
variable messages. This block significantly affects the 
decoding performance, as well as the hardware implemen-
tation complexity. In this paper, we first propose a modifi-
cation to the check-node update rule by introducing two 
optimal offset factors applied to the check-to-variable 
messages. Then, we present the Check-Node Unit hard-
ware architecture which performs the proposed algorithm. 
The main objective of this work aims to improve further the 
decoding performance for 5th Generation (5G) LDPC 
codes. The simulation results show that the proposed algo-
rithm achieves essential improvements in terms of error 
correction performance. More precisely, the error-floor 
does not appear within Bit-Error-Rate (BER) of 10-8, while 
the decoding gain increases up to 0.21 dB compared to the 
baseline Normalized Min-Sum, as well as several state-of-
the-art LDPC-based Min-Sum decoders. 

Keywords 
Bit error rate, CNU architecture, LDPC codes, low 
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1. Introduction 
Nowadays, the development of science and technolo-

gy, as well as the explosion of Industry 4.0 such as auton-
omous systems, Internet of Things (IoTs), machine learn-
ing, big data, cloud computing, high-speed data, large 
storage systems, etc., are more and more powerful. The 
demand for massive data rates in wired and wireless com-
munication systems requires a very high processing speed 
of the baseband signal. This is a big challenge for the Error 
Correction Code (EEC) mechanism. The EEC is known as 
a technique that is used for controlling errors in data over 

unreliable or noisy communication channels [1]. In 1948, 
Claude E. Shannon showed that it was possible to transmit 
error-free information over a noisy channel if the data 
transmission rate was below or equal to the channel capaci-
ty limit [2]. Since then, many studies have found new 
transmission techniques with the aim of getting closer and 
closer to this limitation. Two well-known EEC mecha-
nisms are Automatic Repeat Request (ARQ) and Forward 
Error Correction (FEC). In which FEC is a mechanism 
capable of self-correction without having to retransmit 
packets like ARQ. However, a major disadvantage of the 
FEC is that it requires many computing tasks and con-
sumes a large number of hardware resources. In this con-
text, Low-Density Parity-Check (LDPC) code is consid-
ered as a potential candidate to solve these issues of FEC. 
The authors in [3] showed that it was possible for LDPC 
codes to achieve the decoding performance at only 
0.0045 dB from the Shannon limit.  

LDPC codes were introduced by Gallager in 1962 [4]. 
Because of the computational effort in implementing en-
coders and decoders at that time, LDPC codes were mostly 
ignored for a long time. In 1996, they were rediscovered by 
Mackay [5]. LDPC codes are a class of FEC codes defined 
by sparse parity-check matrices or represented by a bipar-
tite graph [6]. Due to their excellent error correction per-
formance such as high coding gain, low error-floor, low 
cost, and high throughput capabilities, they have found 
extensive applications in modern communication systems. 
For instance, LDPC codes have increasingly adapted in 
various applications such as in storage devices [7], wired 
and wireless communication standards [8–10], IEEE 
802.11 [11], the Second-Generation Satellite Digital Video 
Broadcast (DVB-S2) [9], and Advanced Television System 
Committee (ATSC) [12]. In recent years, many studies 
have focused on one subclass of LDPC codes known as 
Quasi-Cyclic LDPC (QC-LDPC) codes [13]. These QC-
LDPC codes exhibit significant advantages over other 
types of LDPC codes such as low complexity [14], [15], 
friendly hardware implementation [16], [17], and excellent 
iterative error correction performance [18]. Moreover, they 
can support a flexible code rate, excellent error correction 
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performance, fast decoding convergence, and a lower 
error-floor over a noisy channel [19]. QC-LDPC codes are 
relatively flexible and can be constructed with multiple 
code rates, numerous information block lengths, and many 
different sizes of the submatrix. Structured QC-LDPC 
codes have been proposed to use simple and regular con-
nections between Variable-Node Units (VNUs) and Check-
Node Units (CNUs), while still maintaining comparable 
error correction performance to random codes. Thanks to 
their outstanding advantages, they have found wide appli-
cation in modern mobile, storage systems and wireless 
communication systems [20], [21]. Most recently, QC-
LDPC codes were accepted by the 3rd Generation Partner-
ship Project (3GPP) as the channel coding scheme for the 
enhanced Mobile Broadband (eMBB) data channel of 5G 
communication [22–24].  

Besides the LDPC encoder designs, the area of re-
search on LDPC decoders has also attracted much interest. 
Generally, LDPC decoding methods can be classified into 
two categories such as hard decision (i.e., requires only one 
1-bit message per graph node) and soft decision (i.e., ex-
changes multi-bit extrinsic messages along the graph 
edges). Although the hard decision decoding is very easy 
to implement and consumes less computational complexity, 
its error correction performance is not appreciable [25], 
[26]. The soft decision decoding suffers from high compu-
tation load and complex hardware implementation, but its 
error correction performance can approach the Shannon 
limit [3]. The common class of decoding algorithms used 
to decode LDPC codes with the soft decision is Message 
Passing (MP) iterative algorithm. In MP iterative decoding, 
messages are passed between Variable-Nodes (VNs) and 
Check-Nodes (CNs) along the edges of the bipartite Tanner 
graph [6]. This iterative process continuously proceeds 
until the correct codeword is successfully found or until the 
maximum number of iterations has been reached. Depend-
ing on the update rules that are used to compute check and 
variable-node messages, there are several message-passing 
decoding algorithms, such as Belief-Propagation (BP), 
Min-Sum (MS), and MS-based algorithms [27–35]. Alt-
hough MS and MS-based algorithms have lower error 
correction capacity than BP, they are simpler and more 
suitable for hardware implementations.  

From the perspective of the Min-Sum decoder hard-
ware implementations, Check-Node Unit plays a very im-
portant role. It provides the check-to-variable messages by 
finding the first two minimum values among the variable-
to-check messages and also the index of the first minimum. 
This block significantly affects the decoding performance, 
the hardware complexity, as well as the maximum operat-
ing frequency. A lot of methods in the state-of-the-art 
aimed to improve the decoding gain, as well as to reduce 
the hardware complexity or trade-off between them by 
modifying the CNU architecture. For instance, in [30], 
a single minimum Min-Sum (smMS) algorithm was pro-
posed, in which only the first minimum value was comput-
ed, while the second one was estimated by adding a weight 

constant to the first minimum value. This approach pro-
vided a significant reduction in CNU hardware complexity. 
However, this smMS algorithm suffered from high error-
floor. By using the same method, a variable weight single 
minimum Min-Sum (vwsmMS) algorithm was presented in 
[31]. In this algorithm, the weight parameter was computed 
for each iteration or the range of iterations during the de-
coding process. However, it required an optimization of the 
weight parameter that depends on the iteration number, the 
value of the correction factor in the previous iterations, and 
the Signal-to-Noise Ratio (SNR) values. In [32], the Sim-
plified 2-Dimensional Scaled (S2DS) algorithm was pro-
posed. This algorithm achieved good error correction per-
formance with low hardware complexity. However, it was 
applied only for short length codes and suffered the early 
error-floor at high SNR values. The authors in [33] pro-
posed the Second Minimum Approximation MSA (SMA-
MSA) in which the first minimum and pseudo-second 
minimum were found in an approximation way instead of 
finding the exact two minimum values. As a result, the 
error correction performance of high-rate LDPC codes in 
the error-floor region was improved. However, its BER 
performance deteriorated as the rate decreased. To offer 
further performance improvement of LDPC decoders, the 
authors in [34] introduced an Improved Adapted Min-Sum 
(IAMS) algorithm. In this algorithm, a new CN-update 
function and the column degree adaptation method aimed 
to reduce the error-probability of degree-1 VNs. A limita-
tion of this IAMS decoding was that the error-floor oc-
curred around Frame-Error-Rate (FER) of 10−5. The au-
thors in [35] presented an Improved OMS (IOMS) algo-
rithm by using a multiplication factor to modify the check 
node updating. Although, the IOMS showed a gain of 
0.1 dB with respect to the conventional OMS decoder, the 
major disadvantage of this algorithm is that the BER still 
suffered from error-floor at BER of 10−6.  

Inspired by the state-of-the-art studies above, we rec-
ognized that error correction, as well as hardware imple-
mentation, could still be optimized further. In this work, 
firstly, we introduce a modification for the check-node 
update rule of the MS algorithm for 5G LDPC codes that 
aims to provide further improvements in decoding perfor-
mance without error-floor within BER of 10−8. The basic 
principle of this approach is to apply the correction factors 
to check-to-variable messages in order to compensate for 
the overestimation of these messages (known as the main 
reason for the degradation in the error correction perfor-
mance and the error-floor phenomenon). To save hardware 
resources when executing on FPGAs, the correction factors 
are proposed in the form of the power of 2 or the sum of 
the power of 2. In this case, they can be implemented by 
using only the addition and the shift operations. Finally, we 
propose the CNU hardware architecture and implement it 
on FPGA to compare the hardware complexity between the 
proposed CNU architecture and the others.  

The rest of this paper is organized as follows. Sec-
tion 2 gives the short concepts of 5G LDPC codes. Sec-
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tion 3 reminds the basis of Min-Sum, as well as the pro-
posed modification decoding algorithm. The proposed 
Check-Node processing unit architecture is discussed in 
Sec. 4. Implementation results are presented in Sec. 5. 
Finally, Section 6 concludes the paper.  

2. 5G QC-LDPC Codes 
As mentioned before, recently, QC-LDPC codes have 

been adopted as the channel coding scheme for the en-
hanced Mobile Broadband (eMBB) in 5G by 3GPP [23]. 
Compared to Turbo codes, which have already used in 4th 
Generation Long Term Evolution (4G LTE) [36–38], 
LDPC codes possess the outstanding advantages as fol-
lows: 

• Better area throughput efficiency and significantly 
higher achievable maximum throughput.  

• Reduced decoding computational complexity and im-
proved decoding latency (especially when operating 
at high code rates) due to a higher degree of parallel-
ization. 

• Excellent error correction performance. 

• Suitable for large codeword lengths and high code 
rates. 

QC-LDPC codes are a special structure of LDPC 
codes to facilitate implementation in practical applications. 
They are defined by a base matrix B of size L × C, with 
integer entries bi,j ≥ −1 where i = {1,…,L} and j = {1,…,C} 
as depicted in Fig. 1. 

The parity-check matrix H of a QC-LDPC code can 
be obtained by its base matrix B and expansion factor (or 
the lifting size) Z. To construct the parity check matrix H, 
each entry of matrix B is replaced by a square matrix of 
size Z × Z determined by the following rules: entries 
bi,j = −1 are replaced by the all-zero matrix; entries bi,j ≥ 0 
are replaced by a circulant permutation matrix, obtained by 
right-shifting the identity matrix by bi,j positions. It follows 
that the parity-check matrix H is of size M × N, with M = 
Z × L rows and N = Z × C columns.  

The QC-LDPC coding scheme in 5G can be described 
by using two base graphs (i.e., BG1 and BG2) and fifty-
one expansion factors Z. These base graphs BG1 and BG2 
have a similar structure. The BG1 is targeted for larger 
information block lengths (500 ≤ K ≤ 8448) and higher 
code rates (1/3 ≤ R ≤ 8/9), while BG2 is targeted for 
smaller information block lengths (40 ≤ K ≤ 2560) and lower 

 
Fig. 1. Base matrix of QC-LDPC codes. 

 

Set index j Expansion factor Z 
0 2, 3, 5, 7, 9, 11, 13, 15 
1 4, 6, 10, 14, 18, 22, 26, 30 
2 8, 12, 20, 28, 36, 44, 52, 60 
3 16, 24, 40, 56, 72, 88, 104, 120 
4  32, 48, 80, 112, 144, 176, 208, 240 
5 64, 96, 160, 224, 288, 352 
6 128, 192, 320 
7 256, 384 

Tab. 1. Expansion factors Z of 5G QC-LDPC codes. 

 
Fig. 2. The structure of the base matrix BG1 proposed for 5G 

[22] (a 1 in the matrix indicates the existence of a base 
edge). 

code rates (1/5 ≤ R ≤ 2/3). The expansion factor Z is 
defined by Z = a × 2j where the parameter a = 
{2, 3, 5, 7, 9, 11, 13, 15}, and 0 ≤ j ≤ 7. For the 5G 
standard, the expansion factor Z has a wide range of values 
from 2 to 384 as shown in Tab. 1 [22]. Since there is a lot 
of expansion factors Z, thus, they can support for various 
information block lengths, K, and code rates, R. 

In this paper, we work on the BG1 of size 46 × 68, 
which is illustrated in Fig. 2.  

This BG1 consists of five submatrices A, B, C, O, 
and I, where the submatrices A and B are called as the core 
(or the kernel), the C, O and I are the extensions (subma-
trix O is an all-zero matrix, and I is the identity matrix) 
[22]. It can also be observed that the columns of the BG1 
consist of three parts: the information bits part (the first 
twenty-two columns), the core parity check bits part (the 
next four columns), and the extension parity check bits part 
(the last forty-two columns). The rows of the BG1 are 
divided into two parts: the core check part (the first four 
rows) and the extended check part (the last forty-two 
rows). Furthermore, in order to adapt to different infor-
mation bit lengths and code rates, shortening and punctur-
ing methods are used for the base matrix of 5G LDPC 
code. Puncturing is applied to both information and parity 
bits, while shortening is designed just for the information 
bits (by zero padding) [22], [39].  

It is also noticeable that the 5G LDPC codes are dra-
matically irregular, for both Variable-Node (VN) and 
Check-Node (CN) sides. For instance, in the base matrix 
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Check-node 
degree (dc) 

3 4 5 6 7 8 9 10 19 

Number of rows  
in the BG1 1 5 18 8 5 2 2 1 4 

Tab. 2. Check-node degree statistics of the BG1. (The check-
node degree is defined as the number of adjacent edges 
connected to that check-node.) 

 

Variable-
node 

degree 
(dv) 

1 4 5 6 7 8 9 10 11 12 13 28 30 

Number 
of 

columns 
in the 
BG1 

42 1 1 2 4 3 1 4 3 4 1 1 1 

Tab. 3. Variable-node degree statistics of the BG1. (The 
variable-node degree is defined as the number of 
adjacent edges connected to that variable-node.)  

BG1, the check-node degree (dc) and the variable-node 
degree (dv) vary largely from 3 to 19 and from 1 to 30, 
respectively [40]. More specially, there are only 4 rows 
that exist the highest check-node degree of 19 in the total 
of 46 rows [20]. The CN degree of the BG1 5G LDPC 
codes varying over a wide range would make it more diffi-
cult in hardware implementation. There are forty-two col-
umns (among sixty-eight columns) of degree-1 VNs. They 
occupy almost 62% of VNs. These VNs (or coded bits) 
significantly affect the decoding performance since they 
are weakly protected and more error-prone. The check-
node and variable-node degrees of the BG1 5G LDPC 
codes are shown in Tabs. 2 and 3, respectively. 

3. LDPC Code’s Decoding Algorithms 

3.1 The Min-Sum Decoding Algorithm 
This section presents the brief concepts of LDPC de-

coding algorithms. LDPC code is a linear block code de-
fined by an M × N sparse parity-check matrix denoted by 
H, where M rows correspond to M check-nodes (or parity-
check bits) and N columns correspond to N variable-nodes 
(or coded bits). The word sparse or low-density means that 
the parity-check matrix contains only a few 1’s in compari-
son to the amount of 0’s. Let K denote the size of the in-
formation bit. K is defined by K = N − M. The coded bit n 
(1 ≤ n ≤ N) is checked by the parity check equation m 
(1 ≤ m ≤ M) if the entry H(m,n) = 1 (n = 1,…, N; 
m = 1,…, M) which are called the neighbors. The neighbor 
set of the VNs connected to the CN m is defined as H(m) 
and that of the CNs connected to the VN n as H(n). The 
number of neighbors of a VN (CN) is called its degree, 
denoted by dv (dc) i.e., dv = |H(n)| and dc = |H(m)|. 

Let’s consider a codeword c = (c1, c2, ..., cN) is modu-
lated by Binary Phase-Shift Keying (BPSK) and transmit-
ted over the real communication Additive White Gaussian 
Noise (AWGN) channel. The received information can be 

described by y = (y1, y2, ..., yN) with y = x + z, where x is 
the transmitted codeword; z = (z1, z2, ..., zN) is an inde-
pendent Gaussian random variable with zero mean and 
noise variance σ2 = N0/2 (N0 is the single-sided noise power 
density). For the sake of simplicity, the following notations 
concerning the iterative LDPC decoding will be used 
throughout this paper. 

• γn: a priori information of the decoder concerning var-
iable-node n 

• γ̃n: a posteriori information (AP) provided by the de-
coder, concerning variable node n 

• αm,n: variable-to-check message, i.e., the message sent 
from variable-node n to check-node m 

• βm,n: check-to-variable message, i.e., the message sent 
from check-node m to variable-node n 

The Message-Passing (MP) iterative algorithm of 
Min-Sum (MS) decoding is described as follows: 

At the initial step, the priori information γn is com-
puted for each VN n, and the variable-to-check messages 
αm,n are initialized accordingly.  

 Pr( 0 | )log
Pr( 1| )

n n
n

n n

x y
x y

γ =
=

=
, (1) 

 ,m n nα γ= .  (2) 

In each iteration: 

At CNU processing: each check node processes dc in-
coming variable-to-check messages. The outputs of the 
CNU provide the updated check-to-variable messages, βm,n, 
given by: 

 ( ), , ' , '' ( )\
' ( )\

sign( ) minm n m n m nn H m n
n H m n

β α α
∈

∈
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Equation (3) can be expressed in another way as: 
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,

min 2 if min1

min1 otherwise
m n
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α

β
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where   
, '
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sign( )m n
n H m n

A α
∈

= ∏   

and min1 and min2 are the first and second minimum 
among all the magnitudes of incoming variable-to-check 
node messages. 

At VNU processing: variable-to-check messages (the 
outputs of VNU) are updated as follows: 

 
, ',

' ( )\
m n n m n

m H n m
α γ β

∈

= + ∑ .  (5) 

Finally, according to the input γn value and the current 
value of βm,n messages, the a posteriori information 
(γ̃n) is updated as: 
 

,
( )

n n m n
m H n

γ γ β
∈

= + ∑

.  (6) 
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After each iteration, the decoder computes a hard-
decision vector x̂ (i.e., estimated codeword) and the corre-
sponding syndrome s = Hx̂T where 

 1 sign( )ˆ
2

n
n

γ−
=x

 .  (7) 

The decoder stops when either a codeword has been 
found (i.e., s = 0) or the maximum number of iterations has 
been reached.  

3.2 The Proposed Decoding Algorithm 
Although Min-Sum decoding consumes fewer hard-

ware resources than Belief-Propagation (known as the best 
decoding algorithm), error correction performance is not 
good enough because of the overestimation issue of check-
node messages. To compensate for this overestimation, 
many approaches have been proposed in the literature, 
which aim to improve error correction capacity [27–35]. 
However, the limitation of these algorithms is the existing 
error-floor when the SNR is high. In this work, we propose 
an algorithm that aims to get better error correction per-
formance without error-floor within BER of 10−8 with 
unmarked increasing hardware complexity. The main idea 
is to modify check-to-variable messages (i.e., the outputs 
of CNU) at CNU processing. Let min1, min2 be the origi-
nal minimum values as given by (4), and min1’, min2’ be 
the modified values of min1 and min2, respectively.  

For the proposed algorithm, the CNU processing step 
is modified by: 

 ,
,

min 2 ' if min1

min1' otherwise
m n

m n A
α

β
 == ⋅


  (8) 

where 
, '

' ( )\

sign( )m n
n H m n

A α
∈

= ∏ , min1' max{min1 ,0}δ= − , 

max{min 2 ,0} min1 min 2
min 2 '

max{min 2 ( ),0} otherwise
δ τ

τ δ
− ≥ −

=  − +
 (9) 

0 < δ, τ ≤ 1 are the offset factors that are “finely 
tuned” by simulation. These values depend on the codes 
and target BER. From the hardware perspective, they 
should be selected as the power of 2 or the sum of powers 
of 2, which can be implemented by using only adders and 
shift registers.  

The optimal factors δ and τ are obtained by simula-
tions for the given target BER of 10−8. The optimization 
procedure for the offset factors δ and τ is described in de-
tail as follows. First, δ is fixed to 0.5 and τ is optimized 
such that the target BER is met. Next, we fix this optimum 
τ (just found in the previous step), and perform the same 
optimization procedure for δ. As mentioned before, to save 
hardware implementation resources, the values of these 
parameters are limited to hardware friendly values. Finally, 
the optimal offset values δ and τ for variant 5G LDPC 
codes are listed in Tab. 4.  
 

LDPC codes 
(N,M) Code rate (R) Offset factors 

δ τ 
(7424,3200) 3/5 0.5 0.375 
(8832,4608) 1/2 0.25 0.75 
(6720,2496) 2/3 0.25 0.875 

Tab. 4. The proposed optimal offset factors for some 5G 
LDPC. 

 
Fig. 3. Comparison of the Check-Node unit outputs among 

LDPC decoding algorithms. 

In this work, we propose a method to adjust check-to-
variable messages by using two offset factors instead of 
one (such as in OMS algorithm). The main reason comes 
from the fact that through simulations, we realized that by 
using two offset factors, the gap of check-to-variable mes-
sages between the BP and our proposed algorithm is very 
small. Sometimes, it is even better than the existing MS-
based decoding algorithms. By using 2 offset factors, we 
can fine-tune the check-to-variable messages. This makes 
check-to-variable messages easier to get closer to the BP 
algorithm. To demonstrate our proposal, we have com-
pared the check-to-variable messages among our proposal 
and some various existing MS-based decoding algorithms 
(e.g. OMS, NMS, SMA-MSA, S2DS, IOMS) including the 
MS and BP algorithms as shown in Fig. 3. 

For the sake of simplicity, we calculated for 4 check-
to-variable messages, which correspond to Figs. 3a, 3b, 3c 
and 3d, respectively. We tested 11 samples. From the simu-
lation results, we can see that the check-to-variable mes-
sages of the proposed algorithm is very close to the BP 
algorithm. This means our algorithm could provide further 
improvements in decoding performance than other algo-
rithms.  

4. The Proposed Check-Node Unit 
Architecture  
The Check-Node Unit (CNU) is known as one of the 

most complicated components of the LDPC decoder. The 
main task of CNU is to find the first and second minimum 
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Fig. 4. The baseline CNU architecture for the NMS decoding 

algorithm (note that the sign part is not shown). 

values among the variable-to-check messages (i.e., incom-
ing CNU inputs) and provide the check-to-variable mes-
sages to the VNU. This block has a significant impact on 
the decoding performance, as well as the hardware com-
plexity. In this section, first, we present the design for 
baseline CNU architecture, and then, we focus on hardware 
modification for the proposed CNU. 

Figure 4 illustrates the baseline CNU architecture of 
the Normalized Min-Sum (NMS). For the sake of simplici-
ty, only the first two minimum values (denoted by min1 
and min2, respectively) among the variable-to-check mes-
sages and the index of the first minimum value (denoted by 
index) are presented, while the signs of the output mes-
sages can be simply computed by XORing the adequate 
signs of input messages. The NMS is a modified version of 
the Min-Sum decoder that relies on the use of a normaliza-
tion (or scaling) factor 0 < α < 1 within the CNU pro-
cessing step to compensate for the overestimation of check-
to-variable messages. The NMS is known as one of the 
decoding algorithms that are suitable for hardware imple-
mentation. For the purpose of simplification, we shall also 
assume that all the check-nodes have the same degree, 
which will be denoted by dcmax. In case the check-node is 
irregular some extra control logics (i.e., si) are required in 
order to “inactivate” the inputs of the “Min & Index 
finder” block. The “inactivate” in this scenario means the 
last (dcmax – dc), for check-nodes of degree dc < dcmax, will 
be set to the maximum value. At the inputs, multiplexers 
are used to select the input data according to either the 
“real” variable-to-check message (αi) or the maximum 
value (max).  

As mentioned in Sec. 2, the 5G LDPC codes are ex-
tremely irregular. For instance, for the BG1 of 5G LDPC 
codes have check-node degree (dc) vary in a long range 
from 3 to 19. It can be observed that in the worst case, 
dcmax equals to 19, it means 19 messages are sent from 
variable-node to check-node at the same time. The struc-
ture of the “Min & Index finder” for finding the two first 
minimum values among 19 incoming messages and the 
index of the first minimum value is described in more de-
tail in Figs. 5 and 6. It is constructed based on the Tree 
Structure (TS) architecture proposed in [41], [42]. This 
provides a low-cost and high-speed approach for hardware 
implementation [39]. 

 

 
Fig. 5. The architecture of 16 inputs-minimum value unit 

(mVU) using the TS approach [41]: a) The architecture 
of the detail 2-mVU. b) The 2-mVU. c) The 3-input 
mVU. d) The 16-input mVU. 

 
Fig. 6. The architecture of the minimum and index finder of 

the CNU. 

To implement the CNU architecture with 19 inputs 
(i.e., dcmax = 19), we can decompose them into the sum of 
16 and 3 inputs as shown in Fig. 6. Thus, the result of 
dcmax-mVU block is realized by combining corresponding 
blocks similarly to the technique used in [41]. The architec-
tures of 3-mVU and 16-mVU are illustrated in Figs. 5c and 
5d, respectively. In general, the 2k-mVU is constructed 
from the basic minimum Value Unit (mVU) 2-mVU. The 
2-mVU includes one comparator and one multiplexer as 
shown in Fig. 5a. The outputs m and i of the 2-mVU block 
are defined as follows:  

 if
otherwise

x x y
m

y
≤

= 


,  (10) 

 0 if
1 otherwise

x y
i

≤
= 


.  (11) 

Finally, the index of the first minimum value among 
dcmax variable-to-check messages is determined by the 
output of the Index Generator (IG) block (i.e., index). This 
block is implemented in the same approach in [20].  

In this work, the baseline CNU is designed such that 
it consumes the least of hardware resources. The main idea 
is to reuse the hardware for finding the first and the second 
minimum values. Firstly, the first minimum value and its 
index are determined. Then, we use the same processing 
unit for finding the second value by “inactivating” (i.e., set 
to max value) the input message of the “Min & Index 
finder” at the position of the first minimum value. To improve 
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Fig. 7. The proposed CNU architecture for 5G LDPC decoder. 

the throughput, the CNU is executed in only two consecu-
tive clock cycles. In the first clock cycle, it executes the 
first minimum (min1) and its index (index). In the next 
clock cycle, it finds the second minimum value (min2) by 
re-utilizing the same hardware architecture. It is worth 
noting that during the second clock cycle, the CNU block 
does not impose any penalty on the operating clock fre-
quency. 

Figure 7 presents the CNU architecture which per-
forms the proposed algorithm in Sec. 3.2. This architecture 
is also based on the baseline CNU (as given in Fig. 4) with 
some adjustments for the value of min1 and min2. The 
main modifications are indicated inside the red dashed 
rectangle. As mentioned above, the BG1 of 5G LDPC 
codes is irregular on both Variable-Node and Check-Node 
degrees. Additionally, the VNs with low degrees tend to be 
more prone to error [22]. In particular, on the degree-1 
VNs of the extension part of the 5G LDPC codes, the error 
probability is significantly higher than in other VN de-
grees. This affects the error correction performance and 
causes the error-floor. Moreover, the approximation used 
in the MS and MS-based decoding causes an overestima-
tion of check-node messages, which leads to a degradation 
in the error-rate performance of the decoder. In state-of-
the-art research, the error correction performance can be 
remarkably improved by modifying the exchange messages 
(i.e., αm,n and βm,n). In the proposed CNU architecture, we 
manipulated the check-to-variable message (βm,n) by apply-
ing the offset factors δ and τ to the min1 and min2 values 
(at the outputs of “Min & Index finder” block). To reduce 
the hardware resources when implementing the offset fac-
tors with a fix-point number, the offset factors are repre-
sented in the form of the power of 2 or the sum of the pow-
ers of 2. This means that these coefficients can be imple-
mented through addition and shift operations easily. For 
instance, in case δ = 0.25 and τ = 0.875, they can be repre-
sented by 2−2 and the sum of 2−1 + 2−2 + 2−3, respectively. 

To keep the hardware complexity comparison on an 
equal basis, we implemented all CNU architectures on the 
same platform. The proposed CNU and the others are syn-
thesized and implemented using the Kintex device 
(xc7k70tfbv676-1) in the Xilinx tool Vivado 2019.2. The 
number of bits used for the representation of exchanged 
messages (αm,n, βm,n) is 4. The maximum check-node de-
gree is 19 (i.e., dcmax = 19). Table 5 shows the hardware 
resources on FPGA (post place and route) required to im- 
 

Decoder NMS 
(Baseline) 

S2DS 
[32] 

SMA-MSA 
[33] 

IOMS 
[35] 

This 
work* 

Device Xilinx Kintex-7 (xc7k70tfbv676-1) Vivado 2019.2 

LUTs 182 193 197 185 197 

FFs 8 11 11 8 12 

Max freq. (MHz) 229 245 241 252 230 

Tab. 5. CNU hardware resources for various MS-based algo-
rithms (dcmax = 19) (The hardware resources are re-
ported for offset factors δ = 0.5 and τ = 0.375). 

plement one CNU block for the five decoders under inves-
tigation. 

It can be seen that the proposed CNU architecture 
consumes the hardware resources in terms of LUTs and 
FFs almost the same as S2DS and SMA-MSA ones. It 
requires a slight increase in hardware resources up to 
7.61% of LUTs, but quite high FFs (i.e., 33.33%) com-
pared to the IOMS and baseline NMS CNU architectures. 
The required number of FFs of the proposed CNU archi-
tecture increases compared to the baseline because two 
offset factors (i.e., δ and τ) are applied in the proposed 
CNU architecture instead of just one normalization factor 
(i.e., α) like the baseline NMS. Thus, more registers are 
required to perform the shift, addition and subtraction op-
erations. Regarding the maximum operating frequency of 
CNU blocks, it can be seen that the maximum operating 
frequency of CNU blocks changes minimally (less than 
10% compared to the baseline). The proposed CNU archi-
tecture provides a maximum frequency of 230 MHz. As 
mentioned before, by using the same hardware resources to 
find min1 and min2 values, the operating frequency is not 
markedly changed.  

5. Simulation Results 
Finally, to verify the error correction performance of 

this work, we conducted Monte Carlo simulations for vari-
ous 5G LDPC codes with the BG1 and the expansion fac-
tor Z of 192. The simulation results were obtained using 
MATLAB R2019a software. Three code rates of 1/2, 2/3, 
3/5 and codeword lengths of 8832, 6720, and 7424 are 
considered. The codeword is modulated in Binary Phase-
Shift Keying (BPSK) and transmitted over an Additive 
White Gaussian Noise (AWGN) channel. To maintain the 
consistency with hardware design perspective, in the soft-
ware, we used the same design parameters. More precisely, 
the priori information (γn) and exchanged messages (αm,n, 
βm,n) are represented by 4-bit fixed point number, while the 
posteriori information (γ̃n) is quantized by 6-bit. For com-
parison purposes, we have also included the BER perfor-
mance curves of the baseline NMS (the normalization 
factor α = 0.75) [29], the S2DS (the scaling factor of 0.75) 
[32], the SMA-MSA (the optimal factors α2 = 0.25 and 
γ = 0.75) [33], the IOMS (the offset factors γ = 0.875 and 
η = 0.5) [35] and the proposed algorithm (the codeword 
lengths and their optimal offset factors are given in Tab. 4.  
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Fig. 8. BER performance of various LDPC decoders for the 

(8832, 4608), code rate 1/2. 

 
Fig. 9. BER performance of various LDPC decoders for the 

(6720, 2496), code rate 2/3.  

 
Fig. 10. BER performance of various LDPC decoders for the 

(7424, 3200), code rate 3/5. 

The maximum number of decoding iterations is set to 20. 
The BER performance curves of five decoders are shown 
in Figs. 8, 9 and 10. 

From the simulation results, it can be seen that the 
IOMS suffers error-floor earlier than the others. The error-
floor begins to appear at a BER of 10−6. Both algorithms 
S2DS and SMA-MSA have almost the same and very close 
error correction capacity to the NMS.  

It is worth noting that the proposed algorithm is a po-
tential candidate for applications requiring increased de-
coding performance. It not only achieves the best error 
correction performance but also does not occur error-floor 
within BER of 10−8. For instance, at BER of 10−8, the pro-
posed algorithm shows a gain up to 0.21 dB, 0.25 dB and 
0.26 dB with respect to the baseline NMS, S2DS and 
SMA-MS decoders, respectively. 

6. Conclusion 
In this paper, we proposed a modification to the 

Check-Node processing update rule and its architecture 
that aims to provide more improvements in decoding per-
formance for 5G LDPC codes. To do this, first, two opti-
mal offset factors for the particular codes were suggested 
by simulations at the target BER of 10−8. Then, the CNU 
architecture was proposed and implemented on FPGA for 
comparison purposes. Although hardware resources in-
creased, error correction capacity improved significantly. 
The simulations showed that the proposed algorithm did 
not exist error-floor within BER of 10−8 and provided the 
decoding gain up to 0.21 dB compared to the baseline 
NMS, as well as several state-of-the-art LDPC decoders. 
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