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Abstract. Radar technologies reserve a large latent capac-
ity in dealing with human motion recognition (HMR). For 
the problem that it is challenging to quickly and accurately 
classify various complex motions, an HMR algorithm com-
bining the attention mechanism and convolution neural net-
work (ECA-CNN) using vital signs is proposed. Firstly, the 
original radar signal is obtained from human chest wall dis-
placement. Chirp-Z Transform (CZT) algorithm is adopted 
to refine and amplify the narrow band spectrum region of 
interest in the global spectrum of the signal, and accurate 
information on the specific band is extracted. Secondly, six 
time-domain features were extracted for the neural network. 
Finally, an ECA-CNN is designed to improve classification 
accuracy, with a small size, fast speed, and high accuracy of 
98%. This method can improve the classification accuracy 
and efficiency of the network to a large extent. Besides, the 
size of this network is 100 kb, which is convenient to inte-
grate into the embedded devices. 
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1. Introduction 
The population of the older aged over 60 years has in-

creased dramatically [1]. It is reported that the ratio of this 
age range will reach 17% in the world by 2050. Due to the 
large population [2], in-home health monitoring [3], [4] has 
become the focus of many research. Among them, human 
motion detection is one of the critical technologies. Human 
motion can be detected by many devices, such as wearable 
sensors [5], [6], wireless sensor devices [7], depth cameras 
[8], and radar equipment [9–11]. While wearable sensors are 
usually attached to a person they are inconvenient in terms 
of user experience. The cameras with intelligent methods 
always have a high recognition accuracy but perform poorly 
in protecting privacy. Since the radar is contactless, privacy-
preserving, and does not need a strict installation re-
quirement, it has become an ideal human motion recognition 
device.  

Ultra-wideband (UWB) radar [12], [13], continuous 
wave (CW) radar [14], [15], and frequency-modulated con-
tinuous wave (FMCW) radar [16–18] are most commonly 
used in in-home monitoring. In [19], the authors integrate 
a multiclass classification structure into the human motion 
recognition algorithm. Based on this structure, they classify 
the specific in-situ and non-in-situ motion through different 
features. Compared with CW radar, FMCW radar can obtain 
both the speed and position information of humans. Further-
more, FMCW radar avoids peak-to-average power ratio in 
transmission and simplifies the design process of the power 
amplifier and RF components that are not available for 
UWB radar [20], [21]. Therefore, this paper adopts FMCW 
radar for human non-contact motion recognition. 

In the field of FMCW radar research [22], the non-con-
tact detection of human vital signs [23] and motions has 
emerged in the last decade. In vital sign detection, various 
researchers have contributed to detecting respiration and 
heart rate, two essential vital signs that indicate the basic 
functioning of the human body. Lee et al. use a 24-GHz 
FMCW radar for heartbeat rate estimation, and they elimi-
nate the environment clutter noise and reduce the mutual in-
terference among multiple people [24]. In [25], the authors 
apply a 7.3-GHz FMCW radar for heartbeat and respiration 
rate detection. To reduce the influence of the indoor envi-
ronment on vital sign estimation, Marco et al. propose a mul-
tipath propagation model for heartbeat rate and respiration 
rate detection. People have successfully solved the problems 
of environmental noise [26], [27], multi-person detection 
[28], [29], and movement interference [30], [31] in vital sign 
detection. Furthermore, in motion identification, HMR de-
veloped rapidly in methods and recognition accuracy at pre-
sent. For instance, Vandersmissen et al. investigate micro-
Doppler features from gait to classify five indoor persons 
with an error rate of 21.54% [17]; Kim uses CW radar to 
extract Doppler features and uses a DCNN to identify seven 
human movements [32]. The accuracy of classification re-
sults is 90.9%. In the human motion recognition algorithm, 
a multidimensional principal component analysis (MPCA) 
method [33] combined with Doppler-range information is 
proposed. Combined with phase information, the instantane-
ous velocity and acceleration of the human body are ob-
tained for action detection. Bryan et al. apply the PCA 
method to feature extraction based on UWB radar and clas- 
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sified eight kinds of human motions [34]. The recognition 
accuracy reached more than 85%. 

However, most studies focused on motion recognition 
using the time-range map, time-Doppler map, and time-
range-Doppler map, which are challenging to integrated de-
vices of human motion recognition for it contains only data 
information. 

Therefore, this article proposes a human motion detec-
tion and recognition method for five human motions using 
an FMCW radar. Specifically, the raw radar motion data is 
used to obtain the intermediate frequency (IF) signal and ac-
quire the human breath and heartbeat signals. Original chest 
wall displacement acquired by radar is processed with the 
CZT algorithm and gets respiratory and heart rate signals. 
Then, normalizing the sign spectrum, features such as am-
plitude, slope, and zero-crossing time are extracted. Besides, 
an ECA-CNN network based on feature extraction is de-
signed to classify different human actions. 

The framework of this paper is illustrated in Fig. 1. The 
FMCW radar signal processing is described in Sec. 2, in-
cluding the human motion detection feature extraction and 
ECA-CNN. The experimental results and corresponding 
analysis are presented in Sec. 3. In the end, the conclusion 
and outlook are drawn in Sec. 4. 

 
Fig. 1. The system block diagram for identifying five actions 

with radar data. 

 
Fig. 2. Block diagram of the FMCW radar system. 

2. Methods 

2.1 FMCW Radar Signal Processing 
FMCW radar is used to collect respiratory and heart-

beat information during human motion. The radar consists 
of a signal generator, an antenna array with three transmit-
ters (Tx) and four receivers (Rx), a power amplifier (AMP), 

a low pass filter, a mixer, and a digital signal processing 
(DSP) containing an analog-to-digital converter (ADC). The 
chirp signal sequence is transmitted by the signal generator 
through Tx. Chirp signal frequency increases linearly with 
time, which can be used to detect the moving speed of the 
target object. After mixing, filtering, and amplifying the ra-
dar echo signal from Rx, the IF signal is obtained. Finally, 
the IF signal is processed by DSP. Figure 2 shows the block 
diagram of the FMCW radar system. 

The FMCW radar signal format can be simplified as 
a sawtooth modulated waveform in Fig. 3. Each chirped 
pulse has 100 ADC samples. The fast time sampling fre-
quency is 20 MHz, so the LFM pulse duration Tc = 50 μs. In 
addition, the slow time sampling frequency is set to 32 Hz, 
so the frame period Ta = 31.25 ms. The transmitting signal 
xT can be expressed as: 

 2
T T c

c

( ) exp 2 ( ) ( )Bx t A f t t t
T

π π ϕ
 

= + + 
 

 (1) 

where the parameters Tc and B denotes the duration and start-
ing frequency of the chirp, AT is the amplitude of transmitted 
signal, fc(t) is the frequency of transmitted chirp and φ(t) is 
the phase of the signal. 

Then, the radar transmitter TX emits electromagnetic 
waves to the human body, which are captured by the radar 
receiver RX after human reflection. Assume the distance be-
tween the radar and the human body is d0, the received signal 
can be deduced as: 

 2
R R c d d d

c

( ) 2 ( ) ( ) ( )exp B
x t A f t t t t t t

T
π π ϕ= − + − + −

 
 
 

 (2) 

where AR = a AT for the amplitude of the received signal, 
a a scale factor, td = 2d0 /c is the round trip delay and c is the 
speed of light, d0 fixed distance from the radar to the human 
body, x(t) is the chest wall displacement caused by respira-
tion and heartbeat. 

The transmitted signal xT(t) generated by the oscillator 
and the received signal xR(t) is frequency differenced 
through the mixer. The instantaneous frequency of the signal 
after the frequency difference is equal to the difference in 
the instantaneous frequency of the two input sine waves, and 
the phase is equal to the difference in the phase of the two 
input sine waves. Therefore, after filtering and amplification 
after mixing, the output baseband signal b(t) can be ex-
pressed as 

  
( ) ( )0

b
c

2 44
( ) exp j 2

Bd t x td
b t A t

cT
ππ

π
λ λ

  
= + +  

   
. (3) 

Radar measures the human chest wall’s displacement 
to obtain the signs (breathing and heartbeat). The FMCW 
radar calculates the variation of the small displacement of 
the human chest wall by measuring the change of the phase 
in the distance unit with time. The motion displacement of 
the chest wall x(t) is: 
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Fig. 3. FMCW signal. 

 ( )( ) unwrap arctan
( )

Q tx t
I t

  
=   

  
 (4) 

where I(t) and Q(t) are the real part and imaginary part of the 
baseband signal, respectively, the real-time phase value is 
obtained by processing the arctangent demodulation algo-
rithm. 

2.2 Sign Extraction Based on CZT 
During action recognition, CZT can locally refine and 

amplify the narrow-band spectrum interval of interest in the 
global spectrum of the breath signal and heartbeat signal, 
and extract accurate information of a specific frequency 
band. Compared with the FFT algorithm, CZT can realize 
the narrowband analysis of the signal and significantly im-
prove the accuracy of estimation. The CZT flow chart is 
shown in Fig. 4. 

Let N-point finite-length sequence x, n = 0, 1, …, N − 1, 
the sampling frequency is fs, sequence interval is [f1,f2], 
bandwidth fw = f2 – f1. CZT is a finite sampling point calcu-
lated by equal angle interval sampling along a spiral circum-
ference on a z plane. 

( )0 0 0 0exp j , 0,1,..., 1k
kZ AW A W k k Mθ ϕ−= = + = −    (5) 

where M is the number of sampling points in the target spec-
trum interval, the vector radius A = A0 exp(jθ0), and the 
phase W = W0 exp(–jφ0), A0 and θ0 are the vector radius and 
the phase of the starting sampling point z0, φ0 is the differ-
ence between adjacent sampling points, W0 is the extension 
rate of the spiral. For N-point finite-length sequence x(n), the 
CZT at the sampling point zk can be expressed as 

 
Fig. 4. CZT algorithm block diagram. 

CZT Algorithm 

Input: xh[n]  

Output: Heartbeat/Breath  

1. Determination of target frequency band according to normal heart rate 
range during setting [fmin, fmax] and sampling frequency fs. 

2. Determining the required spectral resolution based on requirements, Δf 
calculate the number of narrowband spectrum sampling points M, initial 
phase θ0, adjacent phase φ0: 

    M = (fmin – fmax) / Δf, 
    θ0 = 2πfmin / fs, 
    φ0 = 2πΔf / fs. 
3. In order to ensure the spectrum of the signal, CZT analysis should be 

carried out on the circle A0 = W0 = 1, substituting the above parameters 
into (6), the refined spectrum of the frequency band can be calculated as 

    ( ) ( ) ( )
1

min s s
0

exp j 2 / 2 / , 0,1,..., 1.
N

k
n

X z x n f f k f f k Mπ π
−

=

= − + ⋅ ∆ = −  ∑   

4. Finding the maximum spectrum peak in target spectrum X(z), the 
corresponding frequency is the current heart or respiration. 

Fig. 5. CZT algorithm flow. 
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Assuming ( ) ( )
2
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ng n x n A W−= , ( )
2

2
n
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−
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2
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k

kX z W g k h k= ∗  (7) 

The normal heartbeat frequency range was 0.8–2 Hz, 
and the respiratory frequency range was 0.1–0.5 Hz. The 
sufficient spectral resolution of the sign signal in this range 
was respectively analyzed in detail.  

Figure 5 is the specific process of the CZT algorithm. 

2.3 Radar Data Feature Selection 
We conducted experiments to collect radar data for five 

operations. For comparison purposes, six features were ex-
tracted from the radar data, which can be seen in Tab. 1. In 
the following, the latter four are introduced in detail. N and 
xi denote the number of samples and the ith radar sample, re-
spectively, and u(x) indicates a unit-step function. 

(a) Wilson Amplitude (WAMP) is the number of times 
that the difference between the two consecutive amplitudes 
 

ID Extraction Feature Acronym 
1 Integral of Absolute Value IAV 

2 Variance VAR 

3 Wilson Amplitude WAMP 

4 Zero Crossing ZC 

5 Number of Turns NT 

6 Mean of Amplitude MA 

Tab. 1. Eigenvalues of respiratory and heartbeat signals. 
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exceeds a certain threshold. It can be formulated as: 

 ( )
1

1
1 .

N

i
i ix xWAMP u T

−

=
+= − −∑  (8) 

(b) Zero-Crossing (ZC) represents the number of times 
that the amplitude of the signal passes through zero: 

 ( )
1

1
1

.i
i

i

N

ZC u x x +

−

=

= −∑  (9) 

(c) Number of Turns (NT) counts the number of 
changes in the sign of the slope, in other words, the number 
of signal peaks: 

 ( )( )
2

1 1
1

2 .
N

i i i i
i

NT u x x x x
−

=
+ + += − −  ∑  (10) 

(d) Mean of Amplitude (MA): This feature determines 
the mean of the difference in amplitudes of two consecutive 
samples: 

 1

1

1

1 .i

N

i
iMA x x

N =
+

−

= −∑  (11) 

Owing to the use of CZT, the coefficients of each order 
chirp Z-transform transmit the characteristics of the motion 
signal. The real component, absolute value component, 
phase component, and imaginary component of the coeffi-
cient are extracted, and the amplitude, slope change, and 
zero-crossing time are provided as the input of the classifier. 

2.4 Convolution Neural Network 
Apart from the classifier, a CNN network is designed 

for classification. CNN [35] is a typical feedforward neural 
network, which is composed of convolutional layer, pooling 
layer and fully connected layer. Each level of CNN usually 
contains a convolutional layer and a pooling layer. Through 
multiple convolution and pooling alternating operations, the 
correlation features of input data are extracted. Finally, the 
fully connected layer is used to transform the feature map 
matrix into one-dimensional vectors and input them into the 
classifier to realize HMR. 

The typical frame of the convolution layer contains the 
following. 

1) Convolution layer: It performs convolution compu-
tation based on micro-Doppler data and trains amplitude, 
slope variation, and zero-crossing time to compute features. 

 ( ), , ,l l
j k j kO xσ=  (12) 

 1
, ,

l l l l
j k j k k il b W X −= + ∗  (13) 

where σ( ) is the activation function, xl
j,k is the input of the jth 

neuron at layer l and Xi
l−1 is the output of the ith neuron at 

layer (l − 1), Wl
k and bl

j,k denote the weight vector and bias 
of the kth filter kernel at layer l, and llj,k denotes the ith local 
region at layer (l − 1). 

2) Max pooling layer: The spatial pooling reduces the 
dimension of each feature map, but retains the most im-
portant information. The purpose of sub-sampling is to ob-
tain input representation by reducing the dimension of an in-
put representation, which helps to reduce over-fitting. 

 
( )1

1
, ,1

maxl l
i H H jik j ki

O O
− + ≤ ≤

−=  (14) 

where O(.)
(.),k is the feature vector for the kth filter kernel at 

layer (l – 1) and H is its height, i is the corresponding new 
feature vector. 

3) Fully connected layer (with flatten and dense layers): 
Then merge several convolution layers into a fully con-
nected layer. The goal of the fully connected layer is to flat-
ten advanced features learned by the convolution layer. It 
combines all the features of the original input. The output 
vector Ol of the lth fully-connected layer can be described as 

 ( ),l lO Iσ=  (15) 

 T 1( )l l l lI W O b−= +  (16) 

where Il, Wl and bl are the input vector, weight matrix, and 
bias vector of the fully connected layer of layer l respectively. 

4) Output layer. The output layer uses a softmax 
function to predict the multi-class classification as follows: 

 
( )

T ( ), 1
( )

T ( ),

1

1

exp

exp

( )s L
s c

c
s L

C

c
c

p
O

O

θ

θ

−

−

=

=

∑
 (17) 

where L is the maximum of layer number, the superscript s 
denotes the sth sample, the subscript c denotes the cth class of 
total classification number C, O(s), L − 1 is the output vector of 
the previous layer, and θc

T is the weight vector for the cth 
class. 

2.5 Efficient Channel Attention Enabled 
Convolutional Neural Network 
Recently, the attention mechanism module has been 

improved to strengthen feature aggregation and the combi-
nation of channel and spatial attention. As the most potential 
method to improve deep CNN, the global correlation net-
work (GCNet) combines the advantages of both Squeeze-
and-Excitation Networks (SENet) and Non-Local Neural 
Networks (NLNet), but most NL-based attention modules 
are too complex to be suitable for too many convolution 
blocks. These methods all increase the model's complexity 
to improve the optimization performance. However, the 
ECA module requires few parameters under the premise of 
ensuring the performance gain, which can improve the per-
formance of the model while preventing the model from 
being too complicated. The structure of ECA is shown in 
Fig. 6 [36]. 

The specific working process of the ECA module is 
first to perform global mean processing on the data of each 
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Fig. 6. ECA structure. 

channel after convolution transformation. The purpose is to 
obtain the global information of each channel and make up 
for the defect that the information outside the local percep-
tual field cannot be obtained when the convolution kernel is 
small: 

 
1 1

1 ( , )
W H

c c
i j

y u i j
W H = =

=
× ∑∑  (18) 

where uc represents characteristic channel, yc is the global 
eigenvalue of uc, c is the number of feature channels, W, H 
represent the width and length of the data, respectively. 
Since the purpose of ECA is local cross-channel interaction, 
only interactions with K adjacent channels are considered 
when calculating channel weights. The expression is: 

 
1

, .
k

j j j k
i i i i

j
w a y yσ

=

 
= ∈Ω 

 
∑  (19) 

In the formula, Ωi
k represents the set of k adjacent chan-

nels of yi
j, σ is sigmoid function. This local constraint avoids 

the interaction of all channels in the fully connected layer 
and greatly improves the efficiency of the model. Each ECA 
module involves k∙c parameters, which is much less than 
c2∙(c/r) parameters in the SE module. Thus, the expression 
can be implemented by one-dimensional convolution of k 
convolution kernels: 

 ( )( )1 .kw C D yσ=  (20) 

As mentioned above, k is a key parameter in the model, 
which solves the range size of channel interaction, so the se-
lection of k value is a key factor affecting the performance 
of the model. The k value is related to the number of chan-
nels c, and there is a certain mapping relationship between 

the two. Exponential functions are often used to deal with 
this nonlinear mapping relationship. Since the number of 
channels c is usually set to an integer power of 2, the follow-
ing expression can be obtained: 

 ( )2 .y k bc × −=  (21) 

Given the number of channels c, the expression of k can 
be derived as: 

 2log .c bk
γ γ

 
= + 
 

 (22) 

In the formula, γ and b are the adjustment parameters, and 
the value of this model k is 2. 

Based on CNN, ECA is used to improve the network 
model. ECA-CNN includes an input layer, convolution 
layer, Rectified Linear Unit (ReLU), Batch Normalization 
(BN) layer, ECA, max pooling layer, and fully connected 
layer, as shown in Fig. 7. In convolution layer and pooling 
the BN layer is added between the layers. The ECA module 
is added after each BN layer. The convolution layer extracts 
different features of the input. ReLU increases network spar-
sity and reduces over-fitting. The BN layer improves train-
ing speed and reduces the risk of over-fitting. The ECA 
module extracts important features, and the pooling layer de-
creases the number of model parameters and optimizes the 
workload. The fully connected layer connects all features 
and sends the output value to the classifier for classification. 

In Fig. 7, BN is located behind the convolution layer, 
which reduces the risk of model over-fitting, and at the same 
time, improves the training speed of the model. Based on 
normalization, the input value distribution of any neuron in 
each neural network is forced to normalize to a mean value 
of 0, the standard normal distribution with a variance of 1, 
so that a relatively large gradient can be obtained and the 
gradient can be avoided. 

With the establishment of the ECA-CNN network, we 
collect training data by performing different types of human 
motion behaviors, such as shaking, marking time, standing 
still, jumping, and sitting-up. Storing training data and per-
forming training is processing in a high-performance com-
puting unit (HPC) with a GPU. Because of the streamlining 
of features, the network model is small, only 100 kb. 

 
Fig. 7. The main structure of the ECA-CNN model. Extract respiratory and heartbeat eigenvalues as inputs to the ECA-CNN model, and the 

final output is the action result. 
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3. Experimental Results and 
Performance Analysis 

3.1 Radar Configuration and Platform 
This section introduces the experimental results using 

different classifiers and discusses the change of classifica-
tion effect caused by different input data combinations. 

The experimental environment and the radar equip-
ment selected for data acquisition are shown in Fig. 8. Mil-
limeter-wave radar is Texas Instrument IWR1443Boost. The 
radar system parameters used in this paper are shown in 
Tab. 2. The detection accuracy can reach 20–100 μm be-
cause of the signal-to-noise ratio of the radar system is very 
high. 

During the experiment, the radar is right in front of the 
human chest while shaking, standing still, and marking. In 
the jump experiment, the radar rises at an angle of 15–20°, 
sit-up data acquisition, and the radar down to 15–20° angle. 
The measurement range of all experimental action data is 
about 0.5 meter from the radar. 

3.2 Experimental Data 
In this article, five human actions are designed, includ-

ing shaking (shake, a), marking (Mt, b), standing still (Ss, c), 
jumping (Jump, d), and sitting-up (sit-up, e). To verify the 
validity of the data, 1156 sample data for each type of human 
motion have been collected. 

Figure 9 presents a complete action diagram and the 
respiratory signal diagram and the heartbeat signal diagram 
corresponding to each action. It should be noted that an ac- 

 
Fig. 8. (a) is the experimental environment, (b) is IWR 1443 

Boost radar and (c) is the radar measurement angle 
diagram. 

 

Radar Configuration Value 

Radar Modulation FMCW 

Bandwidth B  4 GHz 

Initial Form Frequency fc 77 GHz 

Fast Time Sampling Frequency ff 2 MHz 

Slow Time Sampling Frequency fs 32 Hz 

Duration Tc 50 μs 

Test Distance 0.5 m–1.0 m 

Tab. 2. Radar system parameter configuration. 

 
Fig. 9. Heartbeats and respiratory signals of five human 

motions. 

tion is not completed separately, and our experiment is con-
sistent. Figure 9 shows the results for 56 seconds. It can be 
seen from Fig. 9 that different human movements have dif-
ferent breathing and heartbeats. Figure 9(a) shows an action 
of shake. The action is carried out when the person stands, 
and the final stop position of the action is the same as the 
initial position. Note that each collected data sample con-
tains multiple actions to reflect diversity. 

During the experiment, when the distance between the 
chest wall of the human body and the radar changes, the ra-
dar echo changes. Respiration and heartbeat are the external 
manifestations of radar echo. In essence, they are not one-
to-one correspondence. 

3.3 Analysis of Human Motion Recognition 
Results 
To study the recognition performance of human mo-

tions, first analyze the accuracy of the proposed detection 
methods for dwell amplitude, slope, and zero-crossing time.  

In addition, this paper proposes an ECA-CNN. First, 
we add dimension to the data, one-hot code, label each data 
(real value), compare it with the predicted value, and get the 
error and accuracy. Then, 70% of the input data is used as 
the training set, and the training set is put into the network 
for training. Furthermore, cross-validation is carried out to 
divide the data set into k copies, each with k − 1 copies for 
training and one copy for verification to improve the accu-
racy of the network. Finally, the test set is imported into the 
network model to detect the accuracy of the network model. 

Through 10 cycles and 3 cross-validations, the compre-
hensive accuracy rate reached 98.00%, and Figure 10 shows 
the classification result. Figure 11 shows the loss and accu-
racy of the ECA-CNN training set. 

DT, QD, Bayesian, KNN, SVM, AlexNet, and ECA-
CNN are used as different classification methods. The aver-
age accuracy of the identification is shown in Tab. 3. It can 
be seen from the table that the ECA-CNN method has higher 
recognition accuracy than other methods. The experimental 
results show that the classification model has encouraging 
advantages. 
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Fig. 10. Classification results of ECA-CNN. 

 
Fig. 11. Loss and accuracy results of ECA-CNN. 

 

Methods  
Human Motion Classification Speed 

Stand 
still Jump Shake Marking  

time Sit-up  

DT 88.6% 87.6% 89.6% 86.5% 81.4% 7.3 ms 

QD 89.2% 86.7% 88.7% 89.8% 83.3% 7.5 ms 

Bayesian 90.3% 88.7% 89.7% 87.5% 85.4% 8.2 ms 

KNN 89.9% 87.78% 88.34% 90.1% 89.8% 8.7 ms 

SVM 92.1% 91.87% 92.3% 91.15% 91.8% 8.8 ms 

AlexNet 72.5% 71.8% 72.8% 71.9% 69.5% 7.5 ms 

ECA-CNN 100% 94.0% 96.0% 100% 99.0% 8.1 ms 

Tab. 3. The average accuracy of different classifiers. 

4. Conclusion 
In this paper, a human motion recognition method by 

combining vital sign characteristic value and ECA-CNN is 
proposed. The six extracted features are used as the input of 
the ECA-CNN method, and the corresponding human mo-
tion types are used as the output of the network. Comparable 
with the method based on the range-Doppler map, the pro-
posed method was accurate and calculation-less. Also, the 
motion recognition was qualitatively compared with the tra-
ditional methods, and differences were statistically ana-
lyzed. Experimental data showed that the proposed method’s 
accuracy had reached 98.00% in recognizing five specific 
human motions, outperforming recent research. It presented 
an innovative technology for privacy-preserving in-home 

motion analysis and recognition, which created possibilities 
for providing seamless in-home health monitoring. 
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