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Abstract. Multitarget tracking (MTT) for image processing 
in low signal-to-noise ratio (SNR) is difficult and computa-
tionally expensive because the distinction between the target 
and the background is small. Among the current MTT algo-
rithms, Random Finite Set (RFS) based filters are computa-
tionally tractable. However, the probability hypothesis den-
sity (PHD) filter, despite its low computational complexity, 
is not suitable for MTT in low SNR. The generalized labeled 
multi-Bernoulli (GLMB) filter and its fast implementation 
are unsuitable for realtime MTT due to their high computa-
tional complexity. To achieve realtime MTT in low SNR, 
a joint PHD filter and Hungarian assignment algorithm is 
first proposed in this work. The PHD filter is used for pre-
liminary tracking of targets while the Hungarian assignment 
algorithm is employed to complete the association process. 
To improve the tracking performance in low SNR, a new 
track must undergo a trial period and a valid track will be 
terminated only if it is not detected for several frames. The 
simulation results show that the proposed MTT algorithm 
can achieve stable tracking performance in low SNR with 
small computational complexity. The proposed filter can be 
applied to MTT in low SNR that require realtime implemen-
tation. 
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1. Introduction 
Multitarget tracking (MTT) at a low signal-to-noise ra-

tio (SNR) is an important subject for image processing [1]. 
Traditionally, measurements are obtained through a thresh-
olding process. In scenarios with high SNR, information loss 
incurred during threshold segmentation has a negligible im-
pact on tracking performance because of a high detection 
probability while minimizing false alarms [2], [3]. However, 
in scenarios with low SNR, distinguishing targets from the 

background is more challenging, and information loss can 
negatively impact tracking performance. Additionally, 
maintaining a high detection probability in low SNR scenar-
ios increases the number of false alarms. 

Track-before-detect (TBD) algorithms [4–8] have been 
proposed as means of enhancing tracking performance in 
low SNR situations. However, the computational complex-
ity of these algorithms is generally so great that they cannot 
be implemented in real time. Similarly, MTT algorithms us-
ing the target amplitude to obtain better performance also 
have high computational complexity [9], [10]. Classical 
MTT algorithms [11], [12] demand extensive computation 
and storage, and the realtime tracking performance is not 
ideal. Simultaneously, in low SNR, they are also poor in 
handling the missed detection of the target or a large number 
of false alarms. Using the Finite Set Statistics (FISST) 
framework [13], [14], a set of Random Finite Set (RFS) 
based filters have been developed to facilitate MTT as they 
are computationally tractable. The probability hypothesis 
density (PHD) filter [15–17], which propagates the first mo-
ment to approximate the multitarget probability density 
function (PDF), makes it ideal for realtime implementation 
with its low computational complexity. However, because 
too much information is discarded, when dealing with a high 
occurrence of false alarms, the classic PHD filter may not be 
the best choice. Similarly, the labeled PHD filters [18], [19] 
primarily serve to enhance the identification of distinct tar-
gets, rather than bolstering tracking performance under low 
SNR conditions. Currently, the PHD filter that can be ap-
plied to low SNR has not been studied except for a PHD fil-
ter with low detection probability [20]. Based on the gener-
alized labeled multi-Bernoulli (GLMB) RFS [21], the  
δ-GLMB filter [22], [23] is a provable Bayes optimal track-
ing filter. Although it has good tracking performance, the  
δ-GLMB filter and its fast implementation [24], [25] cannot 
easily be applied to realtime scenarios because its computa-
tional complexity is high.  

Simple online and realtime tracking (SORT) [26] is 
a simple framework for video object tracking that uses 
a Kalman filter and Hungarian assignment algorithm [27], 
achieving favorable MTT performance by utilizing the 
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frame-by-frame data association with a cost metric calcu-
lated from the bounding box. Researchers have also pro-
posed SORT with a deep association metric (deep-SORT) 
[28] to achieve a more stable target state. However, in low 
SNR, the targets might not exhibit any discernible shape, 
making it unfeasible to obtain a bounding box. Achieving 
detection probability assurance in such cases might necessi-
tate a high number of thresholding measurements and esca-
late the computational complexity of data association. Thus, 
the SORT and deep-SORT might not be ideally suited for 
MTT in low SNR. At present, there are no good solutions 
for multitarget fast tracking for low SNR.  

In this work, to achieve realtime MTT in low SNR, 
a joint PHD filter and Hungarian assignment algorithm is 
proposed for the first time in our work. We begin by using 
the PHD filter to obtain the preliminary target state, followed 
by the Hungarian algorithm to complete target association 
and obtain tracks. The algorithm maintains target tracking 
performance in low SNR by keeping tracks alive even when 
the PHD filter fails to update their state. The simulation re-
sults show that the proposed algorithm and the GLMB filter 
have similar tracking performance in low SNR. The compu-
tation time of the proposed algorithm has almost no increase 
compared with the PHD filter. Overall, the algorithm pro-
posed in this paper is a high-performance target tracking al-
gorithm that can be implemented easily.  

The structure of the remaining part of the paper is as 
follows: Section 2 introduces the research background. Sec-
tion 3 introduces the joint PHD filter and Hungarian assign-
ment algorithm. Section 4 presents the simulation results of 
the joint PHD filter and Hungarian assignment algorithm. 
Section 5 is the conclusion. 

2. Background 

2.1 Multitarget Bayesian Filter and Random 
Finite Set 
Given a time-sequence measurement set Z1:k: Z1,…,Zk, 

the recursion of the multitarget Bayesian filter [14] at frame 
k can be expressed as 

1 1: 1 1: 1 1:... ( | ) ( | ) ( | ) ...k k k k k kf X Z f X Z f X Z− − −→ → → →  (1) 

where f(Xk – 1  | Z1:k−1) is the prior multitarget PDF (the pos-
terior PDF at frame k − 1), f(Xk  | Z1:k−1) is the predicted mul-
titarget PDF, and f(Xk | Z1:k) is the posterior multitarget PDF 
(the prior PDF at frame k + 1). 

The process of calculating f(Xk  | Z1:k−1) from 
f(Xk – 1  | Z1:k−1) is called the predictor, also called the time up-
date. The predictor is 

   1: 1 1 1 1: 1 1( | ) ( | ) ( | )k k k k k k kf X Z f X X f X Z Xδ− − − − −= ∫ ⋅  (2) 

where f(Xk  | Xk−1) is the multitarget state-transition function. 

The process of calculating f(Xk  | Z1:k) from f(Xk  | Z1:k−1) 

is called the corrector, also called the measurement update. 
The corrector is 

 ( ) 1: 1
1:

1: 1

( | ) ( | )|  
( | ) ( | )

k k k k
k k

k k k k k

f Z X f X Zf X Z
f Z X f X Z Xδ

−

−

⋅
=

∫ ⋅
 (3) 

where f(Zk  | Xk) is the sensor multitarget PDF.  

In the framework of RFS, the multitarget state set and 
the measurement set are represented as RFS X = {x1,x2,…,xn} 
and Z = {z1,z2,…,zm}, where n is the target number and m is 
the measurement number.  

The PHD D(x), which is the first moment approxima-
tion of the multitarget PDF f(X) [14], and the probability 
generating functional (PGFL) G[h] play important roles in 
the RFS based filters. The PGFL is defined as 

 [ ] ( )XG h h f X Xδ= ∫  (4) 

where hX is the power functional defined by ℎ𝑋𝑋 = ∏ ℎ(𝒙𝒙)𝒙𝒙∈𝑋𝑋  
if X ≠ 0 and hX = 1 otherwise. 

The PHD D(x) can be calculated as 

 ( ) [ ]1G
D

δ
δ

=x
x

. (5) 

2.2 PHD Filter 
The PHD filter [15–17], which is a multitarget Bayes-

ian filter in the framework of RFS, propagates the PHD to 
approximate the multitarget PDF. Given a time-sequence 
measurement sets Z1:k: Z1,…,Zk, the recursive of the PHD fil-
ter at frame k can be expressed as 

 ( ) ( ) ( )1| 1 | 1 |...  ...k k k k k kD D D− − −→ → → →x x x  (6) 

where the prior PHD Dk − 1|k – 1(x) is used to approximate 
f(Xk – 1  | Z1:k−1), the predicted PHD Dk |k – 1(x) is used to ap-
proximate f(Xk  | Z1:k−1), and the posterior PHD Dk |k (x) is 
used to approximate f(Xk | Z1:k). 

The predictor of the PHD filter is 
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φ − −

− − − − −

=

+

x x
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 (8) 

where ηk(x) and bk|k – 1(x|xk – 1) represent the PHD of the new-
born target and the spawn target, ps(xk – 1) and fk|k – 1(x|xk – 1) 
represent the target survival probability and the Markov 
transition density of the survival target, respectively.  

The state transition equation can be expressed as 

 1k k kF −= +x x w  (9) 

where F denotes the state transition matrix and wk denotes 
the process noise. Then the Markov transition density can be 
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expressed as 

 ( )| 1 1 1( | )
kk k k k k kf f F− − −= −wx x x x  (10) 

where fwk(∙) is the PDF of the noise wk.  

If the clutter process can be modelled by a Poisson RFS 
with mean λ and spatial distribution c(z), the corrector is  

 ( ) ( ) ( )| | 1kk k Z k kD L D −= ⋅x x x , (11) 

( ) ( ) ( ) ( )
( )

D
D

| 1 D

1
k

k

Z
Z k k

p
L p

c D pλ∈ −

Φ
= − +

+ Φ  
∑ z

z z

x x
x x

z
, (12) 

 [ ] ( ) ( )| 1 | 1 dk k k kD h h D− −= ∫ x x x  (13) 

where pD(x) represents the detection probability of the tar-
get, and Φz(x) = fk(z|x) represents the sensor observation 
likelihood function.  

If the measurement model is 

 ( )h= +z x e  (14) 

then the measurement likelihood function is 

 ( )( )( | )kf f h= −ez x z x  (15) 

where e is the measurement noise, fe(∙) is the PDF of the 
noise e. The function h(x) denotes the sensor measurement 
functions. 

The expected number of targets is 

 ( )( )| |round d .k k k kN D= ∫ x x  (16) 

Multiple target state estimates can be derived from the 
posterior PHD by finding the Nk|k largest local extreme 
points x̂1,…,x̂n of Dk|k(x). These are the multiple target state 
estimates at frame k. 

The PHD filter propagates the PHD to approximate the 
multitarget PDF, which will cause too much information dis-
carded. Therefore, using the classical PHD filter for MTT 
with a large number of false alarms may not be ideal. Despite 
its drawbacks, the PHD filter remains the filter with the 
lowest computational complexity among all RFS based fil-
ters and is therefore favored for real-time implementation. 

Due to the multidimensional integrals involved in the 
calculation of the PHD filter, some computationally feasible 
approximation implementation techniques are necessary. 
Among these, Sequential Monte Carlo (SMC) and Gaussian 
mixture (GM) implementations have gained popularity, re-
sulting in the SMC-PHD filter [16] and the GM-PHD filter 
[17], respectively. Compared to the SMC-PHD filter, the 
GM-PHD filter has lower computational complexity. 

2.3 Hungarian Assignment Algorithm 
The Hungarian assignment algorithm [27], also known 

as the Kuhn-Munkres algorithm, is an algorithm for finding 
the largest weighted assignment in a bipartite graph. The 

 
Fig. 1. Bipartite graph and the association of Hungarian 

assignment algorithm. 

Hungarian assignment algorithm plays an important role in 
the data association of MTT.  

In the SORT algorithm, the role of the Hungarian as-
signment algorithm is to assign the track predicted by the 
Kalman filter to the detection in the current frame. Essen-
tially, it searches for the best match between multiple targets 
in the two frames before and after. Assuming that n targets 
are detected in the current frame, the Kalman filter performs 
state prediction on the m tracks in the previous frame, and 
the cost matrix is Cnm obtained by calculating the similarity. 
The Hungarian assignment algorithm solves the cost matrix 
to obtain the optimal assignment between the detection tar-
get and the predicted trajectory to achieve the association of 
the target in the two frames before and after. The association 
includes the assigned tracks, the unassigned tracks, and the 
unassigned detections. The sum of the numbers of assigned 
tracks and unassigned detections is the target number n. The 
sum of the numbers of assigned tracks and unassigned tracks 
is the track number m. 

Assuming that the detections in the current frame are 
denoted by X = {x1,x2,x3,x4,x5,x6}, the state prediction of the 
tracks in the previous frame are denoted by 
Y = {y1,y2,y3,y4,y5,y6,y7}. A bipartite graph and the associa-
tion are shown in Fig. 1. The detailed process of the Hungar-
ian assignment algorithm can be found in [27]. In the figure, 
{(x1,y2), (x2,y5), (x3,y1), (x4,y3), (x5,y4)} are the assigned 
tracks, x6 is the unassigned detection, and y6, y7 are the un-
assigned tracks. 

2.4 Analysis of the Low SNR Measurement 
Set 
The image considered in this work is a common obser-

vation model defined as follows. The two-dimensional ob-
servation image consists of an array of pixels with scalar 
magnitude values. Suppose that the observation image is 
a Apixel × Bpixel array, and the index of each pixel is treated 
as an ordered pair of integers i = (a,b), where 1 ≤ a ≤ A, 
1 ≤ b ≤ B. The observation image is then given by the PDF 
of the magnitude value of the pixel. A target with state x il-
luminates the pixels whose center is closest to the position 
of the target. Given a state x, the PDF of the magnitude value 
zi of pixel i is a Gaussian density defined as follows: 

 ( )( )2( | ) ; ,i i i iz z hϕ σ= x x  (17) 

where hi(x) is the mean and σ2 is the variance. hi(x) repre-
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sents the contribution of the value zi from the state x to pixel 
i. In the regions of influence of the target, hi(x) is a positive 
value determined by the distance. Outside the regions of in-
fluences of the target, hi(x) = 0, the PDF of the magnitude 
value zi of pixel i is a zero-mean Gaussian density defined as 
follows: 

 ( ) ( )2;0,i i iz zϕ σ=  . (18) 

If the region of influence of the target is a point, the 
target is a point target. Statistically, the magnitude value of 
the location with the target will be greater than that of the 
location without the target. The SNR is defined as  

 ( )max ih
SNR

σ
=

x . (19) 

In each frame, the measurement set for the PHD filter 
can be obtained from the image using a threshold. When the 
SNR is high, the pixels with targets are significantly differ-
ent from the pixels without targets. Thus, a high target de-
tection probability can be obtained with a small number of 
false alarms by using a high threshold. Figure 2(a) shows an 
image with SNR = 6. Due to the high SNR, it is easy to dis-
tinguish four brighter points in the image. Figure 2(b) shows 
the thresholding measurement set when the false alarm rate 
is pf = 10–5. As seen from the figure, there are only four 
thresholding measurements at this time, which do not con-
tain any false alarms. It should be pointed out that this is an 
ideal situation, and there is a small possibility of false alarms 
and missed detections when the SNR is high. Since the num-
ber of false alarms to be processed is small and the continu-
ity of the target measurements is good, the target tracking 
algorithm can achieve good tracking performance. 

When the SNR is low, a low target detection probabil-
ity would be obtained with a small number of false alarms 
by using a high threshold, while a higher target detection 
probability would be obtained with a large number of false 
alarms by using a small threshold. Figure 3(a) shows an im-
age with SNR = 4. Due to the low SNR, it is difficult to dis-
tinguish four brighter points in the image. Figure 3(b) shows 
the thresholding measurement set when the false alarm rate 
is pf = 10–5. As seen from the figure, there is only 1 thresh-
olding measurement at this time and the other 3 target meas-
urements are missed. Figure 3(c) shows the thresholding 
measurement set when the false alarm rate is pf = 10–4. As 
seen from the figure, there are 3 thresholding measurements 
at this time and the other target measurements are missed. 
Figure 3(d) shows the thresholding measurement set when 
the false alarm rate is pf = 10–3. As seen from the figure, there 
are 3 target measurements as well as 4 false alarms at this 
time. Therefore, a higher detection probability means more 
false alarms. It is almost impossible to obtain a high detec-
tion probability with low false alarms using only a single 
frame of a low SNR image. However, both a low target de-
tection probability and a high number of false alarms will 
result in poor tracking performance. Therefore, how to 
achieve effective target tracking under a low SNR is of great 
significance. 

 
Fig. 2. Image and measurement set with SNR = 6. 

 
Fig. 3. Image and measurement set with SNR = 4. 

3. Joint PHD Filter and Hungarian 
Assignment Algorithm 

3.1 Algorithm Framework 
A joint PHD filter and Hungarian assignment algo-

rithm is proposed in our work. First, the image is pre-pro-
cessed with a low threshold, and a measurement set with 
a high number of false alarms is generated. This measure-
ment set is then fed into the PHD filter to complete the target 
tracking to obtain the preliminary target states. Then the cost 
matrix for assignment is selected as the Euclidean distance 
between the predicted tracks of the last frame and the pre-
liminary target states at the current frame. The assignment is 
solved by using the Hungarian assignment algorithm with 
the cost matrix. Finally, the tracks are updated according to 
the result of the assignment.  

To prevent any incorrect tracking, the algorithm man-
dates a trial period for newly created tracks. During this pe-
riod, the track must align with the preliminary target state 
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generated by the PHD filter. Only if the track survives the 
trial period will it be considered to be a valid track. Then the 
current state of the track can be output as the target state. 
This prevents an unbounded growth of the track number 
caused by false alarms. Similarly, valid tracks will be termi-
nated only if they are not detected for several frames. This 
prevents the frequent disappearance of the track caused by 
the missed detection. Therefore, the proposed algorithm is 
able to achieve effective target tracking under low SNR. The 
schematic diagram of the algorithm is shown in Fig. 4.  

3.2 Thresholding Measurement Set 
Suppose that the false alarm probability for processing 

is pf, and the threshold γ for threshold segmentation satisfies 

 ( )2
f ;0, d .p z z

∞

γ

σ
+

= ∫  (20) 

If the magnitude value zi is greater than the threshold 𝛾𝛾 
of pixel i = (a,b), the thresholding measurement z is ex-
pressed as the ordered pair of integers z = (a,b). The thresh-
olding measurement set Zk = {zk

1,…,zk
m} can be obtained by 

performing threshold segmentation on all A ∙ B pixels in the 
image. 

In the thresholding measurement set, the mean of false 
alarm number λ is 

 fp A Bλ = ⋅ ⋅ . (21) 

This number is used as the mean of the Poisson clutter 
process in the PHD filter. The detection probability is 

 ( ) ( )( )2
D ; , d .i i ip z h z

∞

γ

σ
+

= ∫x x  (22) 

3.3 GM-PHD Filter 
To improve the computational efficiency, the PHD fil-

ter is approximated by the GM implementation. The state 
vector of the GM PHD filter is denoted by y to distinguish it 

from the target state vector that the algorithm eventually 
outputs. 

The GM-PHD filter [17] propagates multiple Gaussian 
components to represent PHD during recursion. At frame k, 
the prior PHD is approximately expressed as 

 ( ) ( )
1| 1

1| 1 1| 1 1| 1 1| 1
1

; ,
k kJ

j j j
k k k k k k k k

j

D w P
− −

− − − − − − − −
=

⋅= ∑ y y m  (23) 

where Jk – 1 | k – 1 and wj
k – 1 | k – 1 denote the number and weight 

of the prior Gaussian components, respectively. 

The predicted PHD is approximately expressed as 

 ( ) ( )
| 1

| 1 | 1 | 1 | 1
1

; ,
k kJ

j j j
k k k k k k k k

j

D w P
−

− − − −
=

= ⋅∑ y y m  (24) 

where Jk | k – 1 and wj
k | k – 1 denote the number and weight of 

the predicted Gaussian components, respectively.  

Suppose the clutter process can be modelled by a Pois-
son RFS with mean λ = pf ∙ A ∙ B and uniform spatial distri-
bution c(z), the posterior PHD can be calculated by using the 
thresholding measurement set Zk. After pruning and merging, 
the posterior PHD is approximately expressed as 

 ( ) ( )
|

| | | |
1

; ,
k kJ

j j j
k k k k k k k k

j

D w P
=

= ⋅∑ y y m  (25) 

where Jk | k and wj
k | k  denote the number and weight of the 

Gaussian components, respectively.  

The predictor and the corrector of the GM-PHD filter 
can be found in [17]. 

The expected number of targets is 

 
|

| |
1

round
k kJ

j
k k k k

j

N w
=

 
=   

 
∑ . (26) 

We extract the Gaussian components with the largest 
Nk|k weights in (25), and the corresponding mj

k|k is the state 

 
Fig. 4. Schematic diagram of the joint PHD filter and Hungarian assignment algorithm. 
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estimation. Then, in the GM-PHD filter, the multiple target 
state estimates at frame k are { }|1 ,...ˆ ˆ, .k kN

k k kY = y y   

3.4 The Assignment Cost Matrix and 
Hungarian Assignment Algorithm 
The track set at frame k – 1 is denoted by Tk – 1 =

{ }11
1 1,..., Pkll

k k
−

− −t t  , where Pk – 1 is the number of tracks and li  

(1 ≤ i ≤ Pk – 1) denotes the unique identity of the ith track. 
Then the predicted state of tracks at frame k is 

{ }11,..., kP
k k kT −=  t t , in which 

 1 1,1i il l
k k kF i P− −= ≤ ≤t t  (27) 

where 𝐹𝐹 is the state transition matrix. 

Since the target state estimates at frame k are 

{ }|1 ,..ˆ ˆ., k kN
k k kY = y y  , the assignment cost matrix is an 

Nk|k × Pk – 1 matrix 
| 1k k kN PC

−×
defined as follows: 

 

1

1| 1

| | | 1

1,1 1, 1,

,1 , ,

,1 , ,

k

kk k k

k k k k k k k

j P

i i j i PN P

N N j N P

c c c

c c cC

c c c

−

−−

−

× =

 

    

 

    

 

. (28) 

In SORT, the cost metric is calculated from the bound-
ing box. However, in our work, the targets have no shape at 
all, and it is impossible to obtain a bounding box. Hence, the 
assignment cost matrix should be calculated using other pa-
rameters. 

Here, the element ci,j in the assignment cost matrix 

| 1k k kN PC
−×

is selected as the Euclidean distance via 

 { }, | 1,          1  ,1 .ˆ jli
i j k k k k kc E i N j P −= ≤ ≤ ≤ ≤y t  (29) 

Then, the Hungarian assignment algorithm is used to 
assign the predicted tracks to the target state estimates by 
using a bipartite graph. The assignment between the target 
state estimation and the predicted tracks, including the as-
signed tracks, the unassigned tracks, and the unassigned 
states, is shown in Sec. 2.3. The sum of the numbers of as-
signed tracks and unassigned states is Nk|k . The sum of the 
numbers of assigned tracks and unassigned tracks is Pk – 1. 

3.5 Track Update and Target State Estimate 
To update the tracks effectively, 3 counts are defined 

as follows to distinguish different tracks. tage, the age of the 
track, is used to represent the total frame number from the 
birth of the track. ttVC, the total visible count of the track,  
is used to represent the total frame number the track is esti-

mated by the PHD filter. tcic, the consecutive invisible count 
of the track, is used to represent the frame number the track 
is continuously missed. 

If the tracks at frame k – 1 are denoted by Tk – 1 =

{ }11
1 1,..., Pkll

k k
−

− −t t , and the target state estimates at frame k are 

{ }|1 ,..ˆ ˆ., k kN
k k kY = y y  , the tracks at frame k can be updated 

according to the assignment as follows. 

For the assigned tracks ( ) | 1,   1  ,1ˆ jli
k k k k ki N j P −≤ ≤ ≤ ≤y t , 

let the ith target state estimates be the state of track lj at frame k 

 ˆ .jl i
k k=t y  (30) 

We add 1 to the value of the age tage and the total visible 
count ttVC of the track lj and set the value of tcic of the track lj 
to 0. 

For the unassigned states ŷi
k (1 ≤ i ≤ Nk|k), we create 

a new track with a unique identity. Let the unassigned states 
be the state of the new track at frame k. Then we set the value 
of the age tage and the total visible count ttVC of the new track 
to 1. The value of tcic of the new track is set to 0. 

For the unassigned tracks ( )11jl
k kj P −≤ ≤t , let the pre-

dicted state of unassigned tracks be the state of the track at 
frame k 

 .j jl l
k k= t t  (31) 

We add 1 to the value of tage and tcic of the track lj and 
set a threshold γcic. If tcic > γcic, the track lj is deleted. 

We then set a threshold γtvc. In the updated track, if the 
total visible count ttvc ≥ γtvc, the track is determined to be 
a valid track and the state of the tracks is output as the target 
state estimate of the proposed algorithm. To achieve effec-
tive target tracking under low SNR, a valid track will be ter-
minated only if ttvc ≥ γtvc. This prevents the frequent disap-
pearance of the track caused by the missed detection. There-
fore, the proposed algorithm will generate a certain delay of 
the tracking when the target number changes. 

If the number of valid tracks of the proposed algorithm 
is n, the estimated target states can be expressed as 
Xk = {xk

1,…,xk
n}. The pseudocode is shown in Algorithm 1. 

 
Algorithm 1 Pseudocode of joint PHD filter and Hungarian assignment 
algorithm 
1. Input: Image 
2. Obtain Zk by performing threshold segmentation 
3. Calculate λ and pD(x)  
4. Predictor and corrector of the GM-PHD filter 
5. Estimate target number Nk|k and states { }|1 ,..ˆ ˆ., k kN

k k kY = y y   

6. Calculate the assignment cost matrix 
| 1k k kN PC

−×
 

7. Obtain the assigned tracks, the unassigned tracks, and the 
unassigned states by using Hungarian assignment algorithm 
8. Tracks update 
9. Target state estimate 
10. Output: Estimate of target state: Xk = {xk

1,…,xk
n}  
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3.6 Analysis of the Computational 
Complexity 
The PHD filter has a computational complexity of 

O(mn), where m represents the number of thresholding 
measurements and n represents the number of targets. We 
utilize the Hungarian assignment algorithm to assign pre-
dicted tracks to target state estimates, with both being ap-
proximately equal to the number of targets. Therefore, the 
computational complexity of the Hungarian assignment al-
gorithm is solely dependent on the target number and not the 
measurement number. In the worst case, the computational 
complexity of the Hungarian algorithm is O(n3), but typi-
cally it is much lower, sometimes even achieving a linear 
computational complexity. In the tracking scene in low SNR 
in our work, the target number n is much smaller than the 
thresholding measurement number m. So even compared to 
that of the PHD filter (O(mn)), the computational complex-
ity of the Hungarian assignment algorithm is much smaller. 
Therefore, the joint PHD filter and Hungarian assignment 
algorithm proposed in this work has a computational com-
plexity slightly greater than O(mn).  

As a provable Bayes optimal tracking filter, the GLMB 
filter has higher complexity than the PHD filter. If each com-
ponent of the predicted density using Murty's algorithm to 
find the K most significant components in the calculation of 
the measurement update, the computational complexity of 
the GLMB filter is O(k(n + m)3) [23]. Using the Gibbs sam-
pling to replace the Murty's algorithm, the computational 
complexity of the fast implementation of the GLMB filter is 
O(kn2m) [25]. Hence, the proposed algorithm is more effi-
cient than the GLMB filter and its implementation is fast. 

4. Simulation 

4.1 Setup of Simulation 
The targets in our work are modelled as points with 

state variables xk = [xk, ẋk, yk, ẏk]T, where (xk,yk) denotes the 

 
Fig. 5. Ground truth of targets. 

target position at frame k, and (ẋk,ẏk) denotes the target ve-
locity at frame k. A constant velocity (CV) model [29] with 
sampling period T = 0.04 s is used. The simulations con-
tinue for 4 seconds with 100 frames. The state transition 
model is 

 1 1k k kF Gw− −= +x x ,  (32) 

 

T2

2 2

0 01 2,
0 1

0 0
2

T TT
F I G

T T

 
    = ⊗ =    
  

 (33) 

where wk – 1 = [wx,k – 1, wy,k – 1]T represents the noise compo-
nents with standard deviations σx = σy = 5 pixel/s2. I2 is 
a 2 × 2 identity matrix and ⊗ represents the Kronecker prod-
uct.  

The dynamic scenario for simulation is shown in 
Tab. 1 and Fig. 5. In the state xk = [xk, ẋk, yk, ẏk]T shown in 
Tab. 1, the unit of (xk,yk) is pixel, and the unit of (ẋk,ẏk) is 
pixel/s. 

A common observation model with the two-dimen-
sional observation image consists of an array of pixels with 
scalar magnitude values is simulated in this section,  
as defined in Sec. 2.4. The observation image is 
a 512 pixel × 512 pixel array, with array indices represented 
 

Target Initial state Appearance Disappearance 
1 [250,0,250,–25]  1 71 
2 [350,–25,100,25]  1 Not disappear 
3 [50,50,200,–25] 1 71 
4 [350,–25,100,–25] 1 Not disappear 
5 [250,50,250,–25] 1 Not disappear 
6 [200,50,450,–50] 40 Not disappear 
7 [50,50,200,50] 40 Not disappear 
8 [200,–25, 450, –50] 40 Not disappear 

Tab. 1. Target motion parameters for simulation. 

 
Fig. 6. True tracks and the thresholding measurements. 
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Fig. 7. Thresholding measurements and target position of 

frame 55. 

as ordered pair of integers (x,y). The targets used in the sim-
ulation are point targets. For regions outside their influence, 
the PDF of the background magnitude values follows 
a Gaussian density with a zero mean and standard deviation 
σ = 500. The SNR for the simulation image is set to 4, mak-
ing it challenging to detect the point targets. In the threshold 
segmentation, to obtain a high target detection probability, 
the false alarm probability for processing is pf = 0.001. In 
this case, the target detection probability is pD = 0.8185. 
Then, the mean number of false alarms in each frame is ap-
proximately 262. The thresholding measurements are 
shown in Fig. 6.  

To provide a clearer representation of the target and 
thresholding measurements, Figure 7 displays the threshold-
ing measurements and target position for frame 55. There 
are 8 real targets in the figure, but due to the low SNR, there 
is one target (target 1) that does not produce measurement. 
That is, the target 1 is missed. The number of false alarms in 
the figure is 275, and it can be seen that the number of false 
alarms is very large. The figures show that the false alarms 
are very dense, which might reduce the tracking perfor-
mance and increase the computational complexity of the 
tracking filters. 

In the joint PHD filter and Hungarian assignment algo-
rithm, the threshold for deleting the track is selected as 
γcic = 10, and the threshold to determine the track as a valid 
track is selected as γtvc = 4. 

4.2 Simulation Results 
Figure 8 depicts the tracking results achieved with the 

proposed algorithm, compared against the classical PHD fil-
ter without association. It can be seen from the figure that 
due to the large number of false alarms and the missed de-
tection of the targets, it is easy to obtain wrong tracking re-
sults by using the PHD filter. However, with the Hungarian 
assignment algorithm, the proposed algorithm can correctly 
estimate the state of the target even though the number of 
false alarms is large. This is because the incorrect tracking  

 
Fig. 8. The tracking results. 

results do not reach the threshold for judging the appearance 
or disappearance of the target. Thus, the estimation of the 
target state is more accurate in low SNR. 

Figure 9 shows the estimated target number of our al-
gorithm. Due to a large number of false alarms and missed 
detections, the estimated target number of the PHD filter is 
lower than the true number of the targets most of the time. 
With the Hungarian assignment algorithm, the estimated tar-
get number of the proposed algorithm is consistent with the 
true target number, except for the few frames in which the 
targets have just appeared. This shows that the proposed al-
gorithm can estimate the target number correctly in low SNR. 

Figure 10 shows the optimal subpattern assignment 
(OSPA) metric [30] of the target state estimation obtained 
by the proposed algorithm. The parameters of the OSPA 
metric are selected as p = 2 and c = 3 pixel. Although the 
target state is predicted from the state at the previous mo-
ment when the target is missed by the PHD filter, the OSPA 
metric of the proposed algorithm is still small. Compared 
with the PHD filter, the tracking error of the proposed algo-
rithm is much smaller except for a few frames after the target 
number changes. This shows that the proposed algorithm has 
better tracking performance than the PHD filter in low SNR. 

 
Fig. 9. The estimated target number of the proposed algorithm. 
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Fig. 10. The OSPA metric of the proposed algorithm. 

4.3 Tracking Performance and Computa-
tional Complexity of the Algorithm 
To fully illustrate the tracking performance of the pro-

posed algorithm in low SNR, we simulate the average track-
ing performance of the proposed algorithm with 1000 Monte 
Carlo simulations. The fast implementation of the GLMB 
filter [24], [25], which is the best-performing filter within 
the RFS framework, is used as a comparison algorithm. The 
estimated target numbers of the PHD filter, the GLMB filter, 
and our algorithm are shown in Fig. 11. It can be seen that 
the average target number estimated by the PHD filter is 
lower than the true number of targets. The average target 
numbers estimated by our algorithm and the GLMB filter are 
consistent with the true number of the targets, except for 
a few frames after the target number changes. This further 
illustrates that our algorithm can estimate the target 
number correctly in low SNR. 

Figure 12 shows the average OSPA metric of the target 
state estimation by1000 Monte Carlo simulations. It can be 
seen that the average OSPA metric of our algorithm is much 
smaller than that of the PHD filter. At the same time, the 
average OSPA metric of our algorithm is smaller than that 
of the GLMB filter, except for a few frames after the target 
number changes.  

Since our algorithm is a tracking algorithm with track-
ing label, the OSPA(2) metric [31] needs to be used to evalu-
ate its labeled tracking performance. The average OSPA(2) 
metric of our algorithm is shown in Fig. 13. Only the GLMB 

 
Fig. 11. The average estimated target number. 

 
Fig. 12. The average OSPA metric. 

 
Fig. 13. The average OSPA(2) metric. 

filter is used as the comparison algorithm, because the PHD 
filter is not a tracking algorithm with tracking label. It can 
be seen that the average OSPA(2) metric of our algorithm is 
smaller than that of the GLMB filter, except for a few frames 
after the target number changes. Thus, from the point of 
view of the entire tracking process, it can be considered that 
the tracking performance of the proposed algorithm is com-
parable to that of the GLMB filter. In fact, the GLMB filter 
is the best-performing filter within the RFS framework. 
Therefore, we can conclude that our algorithm has good 
tracking performance in low SNR. 

Despite good tracking performance, the GLMB filter 
also suffers from high computational complexity due to the 
use of a labeled multi-Bernoulli RFS to approximate the pos-
terior PDF. However, the computational complexity of our 
algorithm is low because the PHD filter is used to complete 
the filtering and the Hungarian assignment algorithm is used 
to complete the track assignment. Figure 14 shows the aver-
age calculation time of each frame of our algorithm. It can 
be seen from the figure that the computation time of the al-
gorithm has almost no increase compared with the PHD fil-
ter. This is because the number of target states generated by 
the PHD filter is relatively small, and the computational 
complexity for the assignment algorithm is very small. How-
ever, since the GLMB filter does not have the similar com-
putational advantages of the PHD filter, its computational 
complexity is much higher than that of the PHD filter and 
our algorithm. As seen from the figure, the computation time 
of each frame of our algorithm is less than 0.04 s, which is 
shorter than the frame period used in the simulation. Thus, 
our algorithm can be implemented in real time. However, the 
computation time of the GLMB filter is greater than 0.08 s, 
which means that the GLMB filter cannot be implemented 
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Fig. 14. Average calculation time of each frame. 

in real time. Therefore, although the performance of the 
GLMB filter is comparable to that of the proposed algorithm, 
it is not suitable for target tracking scenarios that need to be 
implemented in real time. 

Therefore, the algorithm proposed in this paper is 
a high-performance target tracking algorithm that can be im-
plemented quickly in low SNR. 

5. Conclusion and Future Work 
This paper presents a novel approach to achieving real-

time MTT in low SNR by utilizing a joint PHD filter and 
Hungarian assignment algorithm. The PHD filter is used for 
preliminary tracking of targets, and the Hungarian assign-
ment algorithm is used to complete the association. The sim-
ulation results show that the proposed tracking algorithm can 
achieve stable multitarget tracking in low SNR with small 
computational complexity. In the future, the proposed algo-
rithm should be transplanted from the computer in order to 
the embedded system to improve the MTT performance in 
low SNR. 
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