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Abstract. There are nonlinear drift memristor models uti-
lizing window functions in the literature. The resistive mem-
ories can also be modeled using memristors. If the memris-
tor’s resistance switches from its minimum value to its max-
imum value or from its maximum value to its minimum value, 
the transition phenomenon is called resistive or memristive 
switching. The value of the time required for this transition 
is especially important for resistive computer memory appli-
cations. The switching time is measured by experiments and 
should be calculatable from the parameters of the memristor 
model used. In the literature, to the best of our knowledge, 
the resistive switching times have not been calculated except 
for the HP memristor model and a piecewise linear memris-
tor model. In this study, the memristive switching times of 
some of the well-known memristor models using a window 
function are calculated and found to be infinite. This is not 
feasible according to the experiments in which a finite 
memristive switching time is reported. Inspired by these re-
sults, a new memristor window function that results in a fi-
nite switching time is proposed. The results of this study and 
the criteria given here can be used to make more realistic 
memristor models in the future. 
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1. Introduction  
Dr. Chua defined the memristor as the new and fourth 

passive circuit element besides the resistor, inductor, and ca-
pacitor in his seminal article published in 1971 [1]. An ideal 
memristor is a passive circuit element with two terminals 
and a nonlinear relationship between magnetic flux and elec-
trical charge. It has a charge-dependent resistance called 
memristance and also consumes power [1]. Memristive sys-
tems, which are systems with similar properties to memris-
tors, have been introduced in 1976 [2]. Almost four decades 

later than Dr. Chua’s claim, a nano-sized TiO2 thin film 
memristive system produced in Hewlett-Packard (HP) la-
boratory is shown to exhibit the characteristics of a memris-
tor similar to those predicted by Chua during its operation 
[3], [4]. Thus, the existence of a new nonlinear electronic 
circuit element, which behaves as if a memristor at least in 
some part of its operation region, has been announced to the 
world in 2008 and the memristor and memristive systems 
have become popular study areas [5–10]. Non-volatile 
memory and Dynamic Load applications of memristors have 
been overviewed in [6]. Memory effects are pretty common 
in nanoscale devices and some of the effects can be modeled 
using memristors [6]. Resistive memories also behave as 
memristors [7]. The applications of the memristor in circuit 
design and computer technology are reviewed in [8]. 
Memristor usage in memory, analog, logic, and neuromor-
phic circuit applications is examined in [9]. The discrete and 
array device applications of memristors have been catego-
rized in [10]. Electronic circuits such as filters, amplifiers 
[11], oscillators, computer memories [8], and artificial neu-
ral network circuits [12] can be listed as examples of the 
memristor-based circuit application areas. The memristors 
with substantial threshold voltage values can be used to 
make amplifiers and filters [13], [14] since a memristor be-
haves as an LTI resistor under the threshold voltage, and the 
resistance of a memristor can be tuned to have an adjustable 
gain or an adjustable cut-off frequency in such circuits [11], 
[13–15]. Some of the memristor research has focused on 
modeling the new circuit element. The first and the simplest 
physical model of a memristor has been presented by HP in 
[3]. Williams et al. have given the HP memristor model with 
the assumption that the ion drift speed within the memristor 
is proportional to the memristor current and homogenous 
within the memristor. The model is easy to understand how-
ever it has linear dopant drift and is obsolete now. Since the 
homogeneous dispersion of the ions of the model does not 
match reality, memristor models with nonlinear ion drift 
speed, which make use of window functions, have been de-
veloped to solve this problem [3], [16–19]. The models 
given in [16], [19] have boundary lock issues and the polar-
ity-dependent window functions given in [17], [19] are 
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developed to overcome the problem. Chua has diagnosed re-
sistive memories as memristive systems [7]. Even if 
a memristor’s power is cut off, the memristor remembers its 
last resistance value and starts from the resistance value 
when it is repowered [1], [3]. A memristor does not dissipate 
power if its current is zero. That’s why one of the most 
important memristive system applications is Non-Volatile 
Random Access Memory (NVRAM) applications [5–10]. 
ReRAM application of the TiO2-based memristors is re-
viewed in [20]. It is possible to make low-power dissipating 
high-density memristor-based SRAMs [21]. The ReRAM 
structure has been first discovered with nickel oxide (NiO) 
in 1964 [22]. There are various materials suitable to make 
resistive memories [23–29]. The following examples are just 
some of them. Silicon oxide has been used to make resistive 
memories [23]. The conducting nanofilaments within 
a Pt/TiO2/Pt system during resistive switching have been 
probed in [24]. Memristive switching mechanism for 
metal/oxide/metal nanodevices has been examined in [25]. 
Both bipolar and unipolar ReRAM operations have been re-
viewed in [26]. A coarse-grained classification into primar-
ily thermal, electrical, or ion-migration-induced switching 
mechanisms has been proposed in [27]. Atomic force mi-
croscopy studies done in [28] under different vacuum con-
ditions demonstrated that resistance switching is closely re-
lated to the formation and removal of conducting spots. Test-
ing results given in [29] show that Si or Al implantation into 
HfO2 films results in reduced electroforming voltages and 
improves the reproducibility of resistive switching. The ef-
fects of the thickness dependence and electrode size on the 
resistive switching characteristics of the ZrO2 have been ex-
amined in [30]. Resistive switching of NiO films has been 
examined in [22]. Resistive switching of the Complementary 
Resistive Switches and their application to passive nano 
crossbar memories for power consumption reduction have 
been examined in [31]. The vertical integration of Comple-
mentary Resistive Switch cells based on Cu/SiO2/Pt bipolar 
resistive switches has been demonstrated in [32]. Using 
CRS-based memristors lets 3D stacking crossbar memories 
have less leakage current [33]. Such CRS-based memories 
may need reconstructive circuits [34]. Memristive materials 
can also be used in digital circuit applications. Memristor-
based digital circuits such as reconfigurable logic circuits, 
flip-flops, latches, etc. are also examined in the literature 
[35–41]. It is possible to make memristor-based programma-
ble logic circuits [34]. Memristor-based flip-flop circuits are 
nonvolatile and dissipate low power [36], [37]. They allow 
the making of reconfigurable logic gates and devices [38], 
[39]. Such memristor-based logic and memory circuits may 
require adaptive writing circuits [40]. A review of the 
memristor-based logic circuit design can be found in [41]. 
The change of the resistance of a memristor from Ron to Roff 
or from Roff to Ron under the applied voltage or with current 
flowing through it is called “memristive switching” or “re-
sistive switching” [42]. The time required for this is called 
the “memristive or the resistive switching time”. Writing or 
deleting memristor-based memories or memristor-based 
digital applications aforementioned require memristive 
switching to occur. That’s why the memristive or resistive 

switching time is an important parameter to evaluate the per-
formance of the memristor-based computer memories and 
digital circuits [8, 11, 31, 34, 38, 39, 42, 43]. Memristive 
switching time has been studied conceptually and experi-
mentally using a piecewise linear charge-flux characteristic 
in [42]. This time value may differ concerning the direction 
of current or voltage [17], [19]. In [44], the effect of delayed 
memristive switching to memristor-based artificial neural 
networks has been investigated analytically and experimen-
tally. In the studies given in [45], [46], the memristive 
switching time is calculated using the HP memristor model. 
In [47], it is claimed that memristive switching could be used 
to calculate the memristance function. The memristive 
switching time is an important parameter due to the afore-
mentioned applications. It should be calculatable using the 
memristor device parameters and the memristor model used. 
In this study, first, the memristive switching time formula 
for nonlinear drift speed memristor models is derived and, 
then, the memristive switching times of the models given in 
[3], [16–19] are tried to be calculated using their window 
functions for both polarities. The WolframAlpha program is 
used for the complex integrals used to calculate the switch-
ing times. The integrals are found to diverge. The results of 
integrals are interpreted. A new memristor model with a fi-
nite switching time is proposed.  

This study is organized as follows. In Sec. 2, a brief 
introduction to the nonlinear dopant drift memristor models 
is given, and the window functions of these memristor mod-
els are briefly explained. In Sec. 3, the formula to calculate 
the memristive switching time for both of the current polar-
ities is derived Analytical solutions of the switching times of 
the nonlinear dopant drift memristor models are sought in 
Sec. 4. A new memristor window function is proposed, its 
switching time for both polarities are calculated, and the new 
model is compared with the other memristor models used in 
this study in Sec. 5. Two examples of the model usage are 
given in Sec. 6. The paper is concluded with the conclusion 
section. 

2. Memristor Models and Their 
Window Functions 
In this section, the memristor models used in this study 

are briefly explained. An (ideal) memristor is a special case 
of the memristive systems [2], in which the state variable of 
the memristive system is the memristor charge. However, 
the thin-film systems, which are actually memristive sys-
tems, are also called memristors nowadays [48]. Such 
a memristor model with nonlinear dopant drift is given as 

 ( ) ( ) ( ) ,v t R x i t= ⋅  (1) 

 ( ) ( )on
v 2

d ,
d

Rx i t f x i
t D

µ= ⋅   (2) 

where R(x) is the memristor resistance, i(t) is its current, v(t) 
is its voltage, D is the total length of TiO2 region, x is the 
memristor state variable, μv is its dopant mobility, Ron is its 
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minimum resistance, f(x,i) is its polarity-dependent window 
function, often written as f(x) in the literature. 

The memristor state variable, which is its normalized 
oxidized length, can be expressed as 

 x w D=   (3) 

where w is its instant oxidized length. 

A window function is added to such a memristor model 
to determine the drift speed rate by multiplying the memristor 
current as shown in (2) [3], [16–19]. The memristor re-
sistance is given as 

 ( ) ( ) ( )on off off off on1 .R x R x R x R R R x= + − = − − ⋅   (4) 

According to the model in [3], its resistance ranges 
from its minimum value Ron to its maximum value Roff. 
Therefore, for the resistance of a memristor, this is always 
true:  

 ( )off on .R R x R≥ ≥  (5) 

In this study, Strukov [3], Joglekar [16], Biolek [17], 
Prodromakis [18], and Zha memristor [19] models are used. 
A review of the memristor models used in this study can be 
found in [49]. These models have window functions and 
a window function is a measure of how much a memristor 
approaches being an ideal memristor [17]. These window 
functions are given in Tab. 1. Polarity-dependent window 
functions are written as f(x) in the literature but the polarity-
dependent window functions are written as f(x,i) in this 
study. Their resistance value or memristive state variable 
starts changing only when both their window function and 
current are different from zero. The window functions in 
[16], [18], that have zero dopant speeds at the memristive 
layer boundaries, possess a problem called the boundary 
lock issue: at x = 0 and x = 1, their resistance value or 
memristive state-variable or window function f(x) does not 
change whatever the current is. The models in [17] and [19] 
do not suffer from the issues. These window functions given 
in Tab. 1 are all phenomenal functions. The experimental 
data may pave the way to more realistic window functions 
with better accuracy in the future. HP model’s window func-
tion can be taken as equal to 1 [3]. stp() in Tab. 1 is the unit 
step function and is given as 

 ( ) 1, 0,
stp

0, 0.
i

i
i
≥

=  <
 (6) 

Comparisons of the mentioned window functions, 
whose resistive switching time is examined in this study, is 
given in Tab. 2. Strukov model has a quadratic window 
function, which is not scalable and it has a boundary lock 
problem, i.e., once the boundary is reached, the regions get 
locked to the boundaries, and the model starts behaving as 
a resistor and even changing the polarity cannot solve the 
problem since f(1) = f(0) = 0. The window function of Jogle-
kar model has a shaping parameter (p) and that’s why its 
shape can be modified with it but it also has a boundary lock 
issue. Biolek model has a current polarity-dependent window 
 

The model Its window function f(x) or f(x,i) 

HP  f(x) = 1 

Strukov f(x) = x – x2 

Joglekar f(x) = 1 – (2x – 1)2p 

Biolek f(x,i) = 1 – (x – stp(–i(t)))2p 

Prodromakis f(x) = j(1 – ((x – 0.5)2 + 0.75)p) 

Zha f(x,i) = j(1 – (0.25 (x – stp(–i))2 +0.75)p) 

Tab. 1. The memristor window functions used in this study. 
 

Window 
functions 

Stru-
kov 

Jogle-
kar Biolek Prodro-

makis Zha 

Variables  x x x,i x x,i 

Formability No Yes Yes Yes Yes 

Formability 
parameter - p p p p 

Scalability No No No Yes Yes 

Scalability 
parameter - - - j j 

Boundary 
lock problem Yes Yes No Yes No 

Tab. 2.  Comparison of the properties of the window functions, 
whose resistive switching times are examined in this study. 

function. For i > 0, f(1) = 0, the memristor behaves as an LTI 
resistor. However, for i < 0, f(1) = 1, i.e., the resistance of 
the memristor starts varying. For i < 0, f(0) = 0, the memris-
tor behaves as a resistor. However, for i ≥ 0, f(0) = 1, i.e., the 
resistance of the memristor starts varying. Changing the cur-
rent polarity of the model results in changing the resistance 
of the model and that’s why the model does not have any 
boundary lock problems. However, the model is not scala-
ble. Prodromakis model has a boundary lock problem but its 
window function is scalable with the parameter j. Zha model 
combines the polarity dependency of Biolek’s window func-
tion and the scalability of Prodromakis’ window function. 

3. Derivation of Resistive Switching 
Time Formula of Nonlinear Dopant 
Drift Memristive Models 
The circuits, which are used to examine memristive 

switching, are shown in Fig. 1. The circuit in Fig. 1(a) has 
a positive DC voltage source and the switch is turned on at 
a time equal to zero. Assuming the memristor resistance is 
equal to Roff at t = 0, the memristor resistance falls down 
from Roff to Ron. In Fig. 1(b), a negative DC voltage is ap-
plied to the memristor at t = 0, assuming that the memristor 
resistance is equal to Ron, the memristor resistance rises from 
Ron to Roff. For memristor models depending on the direction 
of the current, the memristive switching time should be cal-
culated for both polarities.  
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Fig. 1. (a) Memristor fed by a positive DC voltage source (for-

ward-biased memristor) for resistive switching from Roff 
to Ron. (b) Memristor fed by a negative DC voltage 
source (reverse-biased memristor) for resistive switch-
ing from Ron to Roff.  

For the memristor models given in the last section, the 
memristive switching time can be calculated as follows. For 
a forward-biased memristor, the memristor current for a con-
stant voltage Vdc is 

 ( ) ( )
( ) ( )

dc .
v t Vi t
R x R x

= =  (7) 

Then, the derivative of the state variable of the 
memristive models can be written as 

 ( ) ( ) ( )
( )

V on dcV on
2 2

d .
d

R V f xRx i t f x
t D D R x

µµ
= =  (8) 

By rearranging (8),  

 ( )
( )

2

V on dc

d
d .

D R x x
t

R V f xµ
=  (9) 

For a forward-biased memristor, the complete resistive 
switching time, in which x goes up from 0 to 1, is found as 

 

( )
( )
( )( )

( )

SW 12

SW
V on dc0 0

12
off on

V on dc 0

d
d

1 d
 . 

R x xDt
R V f x

R x R x xD
R V f x

τ

τ
µ

µ

= =

+ −
=

∫ ∫

∫

 (10) 

For a reverse-biased memristor, the switching voltage 
is negative and equal to –Vdc, the complete resistive switch-
ing time, in which x goes down from 1 to 0, is found as 

 ( )
( )
( )

( )
( )

SW 02

SW
V on dc0 1

12

V on dc 0

d
d  

d
.

R x xDt
R V f x

R x xD
R V f x

τ

τ
µ

µ

= =
−

=

∫ ∫

∫

 (11) 

Equation (11) is the same as (10). However, the window 
function must be used correctly with the proper polarity in 
these equations. 

4. Examination of Memristive Switch-
ing Time of Nonlinear Dopant Drift 
Memristive Models 
Now, the switching time of the models summarized in 

the last section can be calculated using the equation given in 
the last section. 

4.1 Resistive Switching Time of HP Memristor 
Model 
HP memristor model is the first and the simplest 

memristor model and it is made under the assumption that 
linear dopant drift exists in the memristive element [3]. The 
window function of an HP memristor can be taken as equal 
to 1, i.e., f(x) = 1. The memristive switching of an HP 
memristor can be found as 

 ( ) ( )12 22
on off on off

SW off
V on dc V on dc0

.
2 2

R R x D R RD R x
R V R V

τ
µ µ

 − +
= + 

 
=

  (12) 

The memristive switching time of an HP memristor for 
positive and negative polarities is the same and is given by 
(12). For an HP memristor, the memristive switching time is 
inversely proportional to the DC voltage applied. The 
memristor parameters, D, μV, Ron, and Roff, and the switching 
voltage Vdc define the memristive switching time under DC 
excitation for a complete resistive switching. The higher the 
ratio of the maximum resistance to the minimum resistance, 
the higher the memristive switching time. 

4.2 Resistive Switching Time of the Memristor 
Model with Strukov Window Function 
Strukov window function is not dependent on current 

polarity and is given as 

 ( ) 2f x x x= − .  (13) 

That’s why its memristive switching time are the same 
in the reverse-biased and forward-biased memristor. Its 
memristive switching time can be calculated as 

   
( )

( )
( )

1 1

SW on off
dc 0 0

11 d d ,
1 1

xxR x R x
V K x x x x

τ
 −

= ⋅ + ⋅  − − 
∫ ∫  (14) 

 ( )1 1
SW on off0 0

dc

1 ln 1 ln .R x R x
V K

τ = − + = ∞  (15) 

The memristive switching time of the model is infinite 
or the integral does not converge. This is expected since the 
model has a boundary lock problem. At the boundaries, at 
x = 0 and x = 1, the rate of the change of the state variable 
x(t) is zero since the window function is also zero at the 
boundaries, i.e., f(0) = f(1) = 0. That’s why the model cannot 
do switching. 

4.3 Resistive Switching Time of the Memristor 
Model with Joglekar Window Function 
Joglekar window function is also not dependent on 

current polarity and is given as 
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 ( ) 21 (2 1) pf x x= − − .  (16) 

That’s why its memristive switching time are the same 
in the reverse- and forward-biased memristor. Using 
Wolfram-Alpha for the integration, its memristive switching 
time can be calculated as 

 

( )

( )

1

SW 2
dc 0

1
on off

2
dc 0

1 d
1 (2 1)

11 d .
1 (2 1)

p

p

R x
x

V K x

R x R x
x

V K x

τ =
− −

⋅ + ⋅ −
= = ∞

− −

∫

∫

 (17) 

The memristive switching time of the model is also 
infinite or the integral does not converge. This is expected 
since the model has also a boundary lock problem. 

4.4 Resistive Switching Time of the Memristor 
Model with Biolek Window Function 
Biolek function is dependent on current polarity and is 

given as 

 ( ) ( )( )( )2
1 stp .

p
f x x i t= − − −  (18) 

That’s why its memristive switching time are not the 
same in the reverse- and forward-biased memristor. Its 
memristive switching time can be calculated as 

 ( )
( )( )( )

1

SW 2
dc 0

1 d .
1 stp

p

R x
x

V K x i t
τ =

− − −
∫  (19) 

Using Wolfram-Alpha integral calculator, for the for-
ward-biased polarity, i(t) ≥ 0, the forward-biased switching 
time 

 ( )
( )

1
on off

SW 2
dc 0

11 d .
1 p

R x R x
x

V K x
τ

⋅ + ⋅ −
= = ∞

−∫  (20) 

For the forward-biased polarity, the memristive 
switching time of the model is found also infinite or the 
integral does not converge. This is not expected since the 
model does not have any boundary lock problems. 

Using Wolfram-Alpha integral calculator, for the re-
verse-biased polarity, i(t) < 0, the reverse-biased switching 
time 

 ( )
( )

1
on off

SW 2
dc 0

11 d .
1 1 p

R x R x
x

V K x
τ

⋅ + ⋅ −
= = ∞

− −∫  (21) 

For the reverse-biased polarity, the memristive switch-
ing time of the model is also infinite or the integral does not 
converge. This is not expected since the model does not have 
any boundary lock problems. The doped region within the 
memristor is unable to reach the boundary. This new problem 
is called “the boundary unreachability problem” in this study.  

4.5 Resistive Switching Time of the Memristor 
Model with Prodromakis Window Function 
Prodromakis window function is also not dependent on 

current polarity and is given as 

 ( ) ( )( )21 0.5 0.75 .
p

f x j x = − − + 
 

 (22) 

That’s why its memristive switching time are the same in the 
reverse-biased and forward-biased memristor. Using Wolf-
ram-Alpha integral calculator, its memristive switching time 
can be calculated as 

 ( )

( )( )
1

SW
2dc 0

1 d .
1 0.5 0.75

p

R x
x

V Kj x
τ = = ∞

 − − + 
 

∫  (23) 

The integral does not converge. Therefore, the switching 
time of the memristor model is infinite since it is also ex-
pected due to the model’s boundary lock problem. 

4.6 Resistive Switching Time of the Memristor 
Model with Zha Window Function 
Zha window function is dependent on current polarity 

and is given as 

 ( ) ( )( )( )2
1 0.25 stp 0.75 .

p
f x j x i = − − − + 

 
 (24) 

That’s why its memristive switching time are not the 
same in the reverse-biased and forward-biased memristor. 
Its memristive switching time can be calculated as 

 ( )
( )( )( )

1

SW 2
dc 0

1 d .
1 0.25 stp 0.75

p

R x
x

V Kj x i
τ =

− − − +
∫  (25) 

Using Wolfram-Alpha integral calculator, for the forward-
biased polarity, i(t) ≥ 0, the forward-biased switching time 

 ( )
( )

1
on off

SW 2
dc 0

11 d
1 0.25 0.75

p

R x R x
x

V Kj x
τ

⋅ + ⋅ −
= = ∞

− +
∫ .  (26) 

The integral does not converge. Using Wolfram-Alpha 
integral calculator, for the reverse-biased polarity, i(t) < 0, 
the reverse-biased switching time 

 ( )
( )( )

1
on off

SW 2
dc 0

11 d .
1 0.25 1 0.75

p

R x R x
x

V Kj x
τ

⋅ + ⋅ −
= = ∞

− − +
∫  (27) 

For both polarities, the integrals do not converge and, 
therefore, the memristive switching time of the model is in-
finite. This is not expected since the model does not have 
any boundary lock problems. Zha model also has “the 
boundary unreachability problem”.  
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5. A New Window Function Suggestion 
and its Switching Time Calculation 
In the previous section, a new shortcoming of these 

phenomenological memristor models has been shown that 
their switching times go to infinity, i.e., they cannot do 
memristive switching. Biolek and Zha model has the prob-
lem of the doped region within the memristive element not 
reaching the boundaries for both polarities of the current. As 
the doped region approaches any of the boundaries (x = 0 or 
x = 1) under constant voltage, the doped region slows down 
so much that the switching time becomes infinite, that is, it 
cannot reach the limit in a finite time. This is a modern Zeno 
paradox [50]. In other words, these and perhaps some other 
memristor models in the literature are not physical. There-
fore, new memristor models with convergent switching 
times are needed for a more accurate physical modeling. 
Such models may help to better understand the charge mo-
bility within a memristor and the physical mechanism of the 
respective memristor system. In this section, a new window 
function to overcome the boundary lock and boundary un-
reachability issues is proposed and its switching time is cal-
culated and shown to be finite. The following new window 
function, which is also polarity dependent, is proposed: 

 ( ) ( ) ( )1 2, 1 stp stpn nf x i m x i m x i= − ⋅ + ⋅ −  (28) 

where n is a positive number, which does not have to be an 
integer, m1 is the scaling coefficient in the forward direction, 
m2 is the scaling coefficient in the reverse direction, i is the 
memristor current, and stp() is the unit step function.  

The function f(x,i) considering current polarity can be 
written as the following piece-wise function: 

 ( ) 1

2

1 , 0,
,

, 0.

n

n

m x i
f x i

m x i

 − ≥= 
<

 (29) 

The memristor model with the new window function 
can be expressed as 
 ( ) ( ) ( ) ,v t R x i t= ⋅  (30) 

 ( ) ( ) ( ) ( )on
v 2

d , , ,
d

Rx i t f x i K i t f x i
t D

µ= ⋅ = ⋅  (31) 

 ( ) 1

2

1 , 0,
,  

, 0,

n

n

m x i
f x i

m x i

 − ≥= 
<

 (32) 

 ( ) ( )on off 1 .R x R x R x= + −  (33) 

The parameters of the model can be found using curve-
fitting to the experimental data. The minimum and maxi-
mum value of the memristor resistance can be found easily 
applying a square-wave to the memristor as done in [47]. 
Using the negative and positive half period sections of the 
memristor voltage and current waveforms and the resistive 
switching formulas derived here, K, m1, and m2 can be found. 
Implementing the model in programs such as Matlab/Sim-
ulink or LTspice is pretty easy.  

For the reverse polarity, i.e., i(t) < 0, the memristive 
switching time: 

 

( )1

SW
0 dc 2

1 1
on off off

dc 2 20 0

d

1 1d d .

n

n n

R x x
V Km x

R R Rx x x
V K m mx x
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 −
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∫

∫ ∫
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Submitting 1n
n

n

x x
x

−
=  to (30) and remembering 

1

d , 1
1

a
a xx x a

a

+

∫ = ≠
+

:  

 on off off
SW

dc 2 2

1 .
2 1 1

R R Rn n
V K m n m n

τ
 −    = +    − −    

 (35) 

From (35), it can be seen that the switching time con-
verges except for n = ½ and n = 1. This shows that this 
memristor model switches in a finite time or is able to do 
memristive switching under negative DC voltage. There-
fore, the model is physically more accurate. However, the 
model has also its limits: the switching time cannot be neg-
ative. For n < 1, if (Ron – Roff)n / (2n – 1) > Roff n / (n −1), the 
switching time becomes negative since (Ron – Roff)   is nega-
tive. For n > 1, the switching time is always positive that is 
more desirable.  

The graph of the new window function for the reverse 
polarity and m2 = 1 is given in Fig. 2. The parameter n allows 
the window function to be shaped. The function increases 
rapidly starting from zero at x = 0 for n > 1 values. For 
n = 20, it starts to resemble almost a line after a rapid rise. It 
can be said that as the value of n increases further, it will 
take an almost constant value after a rapid rise. For n < 1, as 
the value of n decreases, the shape of the curve resembles 
a parabola first, it deviates from being a parabola as it ap-
proaches the x = 1 boundary, and it rises rapidly resembling 
the characteristic of a diode operating in the conduction re-
gion. As it can be seen from the rightmost curve for n = 1/50 
or for very small values of n, the window function first in-
creases very slowly and, then, increases rapidly as it ap-
proaches the x = 1 boundary. It should be remembered that 
the curves with n > 1 is more desirable. 

 
Fig. 2. The newly proposed window function for the reverse 

biased memristor (i(t) < 0), various n values, and m2 = 1. 
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For the forward biased memristor or the forward 
polarity, i.e., i(t) ≥ 0, the memristive switching time can be 
calculated as 

 

( )1

SW
0 dc 1

on off off

dc 1 dc 1

d
1

.
2 1 1

n

R x x
V Km x

R R Rn n
V Km n V Km n

τ =
−

 −    = +    − −    

∫
 (36) 

From (36), it can be seen that the switching time con-
verges except for n = ½ and n = 1. This shows that this 
memristor model switches in a finite time or able to do 
memristive switching under positive DC voltage. Therefore, 
the model is physically more accurate. However, the model 
has also its limits: the switching time cannot be negative. For 
n < ½, the switching time is not always positive for all pos-
sible Ron and Roff values. For n > 1values, the switching time 
of the forward-biased memristor is always positive as it is 
the case for the reverse-biased memristor. Therefore, it is 
best to use this window function to model a physical 
memristor system for n > 1. The graph of the new window 
function for the reverse polarity and m1 = 1 is given in Fig. 3. 
As the function approaches the limit of x = 1 for n > 1 and 
high n values, it decreases monotonously and becomes zero. 
For n = 20, it resembles an almost linear curve, and, when it 
approaches the limit of x = 1, it becomes zero following 
a rapid decline. For n < 1 values, the shape of the window 
function resembles a capacitor discharge curve. As the value 
of n decreases, the rate of decline of the curve around x = 0 
gradually increases. As can be seen from the leftmost curve 
for n = 1/50 or for very low n values, it first decreases very 
rapidly, starting from the value 1, and then slowly decreases 
until it reaches x = 1, and it becomes zero at x = 1. It should 
be remembered that the curves with n > 1 are more desirable. 
The comparison of other memristor window functions used 
in this study with the newly proposed window function is 
given in Tab. 3.  

In the new model, the current variable i is used together 
with the state variable x as in the Biolek and Zha models. 
Thus, the problem of boundary lock seen in the Strukov, 
Joglekar and Prodromakis models has been avoided. The 
boundary unreachability problem, which exists in Biolek 
and Zha models, has also been resolved in this new model 
since it has a finite switching time in both polarities, which 
is the best advantage of the proposed memristor model. The 

 
Fig. 3. The newly proposed window function for the forward 

biased memristor (i(t) > 0), various n values, and m1 = 1. 
 

Window 
functions 

Stru-
kov 

Jogle-
kar Biolek Prodro-

makis Zha 
The 
new 

model 

Variables of 
the window 
function 

x x x, i x x, i x, i 

Formability No Yes Yes Yes Yes Yes 

Formability 
parameter - p p p p n 

Scalability No No No Yes Yes Yes 

Scalability 
parameter - - - j j m1, m2 

Problem of 
boundary lock Yes Yes No Yes No No 

Boundary 
unreachability No No Yes No Yes No 

Tab. 3.  Comparison of the memristor window functions used in 
this study and the newly proposed window function. 

window function of the memristor model can also be shaped 
with the parameter n and be scaled with the parameters m1 
and m2. Only two of the examined models have a scaling 
parameter j and the rest of the models lack one as seen in 
Tab. 3. The proposed window function having two scaling 
parameters can be scaled separately for each polarity, which 
can allow a better fitting to experimental data, and the other 
models do not possess the double scalability property, either. 
For some n < 1 values, this new model gives a negative 
switching time in the forward direction. Therefore, this win-
dow function cannot be used to model memristor for every 
n value. 

6. Analytical and Simulation Examples 
for the Proposed Model 
Comprehension of how to use the proposed memristor 

model is of importance. That’s why, in this section, analyti-
cal and simulation examples of its usage are given. 

As a first example, the time domain response of the 
new memristor model for a DC voltage is also examined for 
the reverse polarity, i.e., v(t) = − Vdc and i(t) < 0. By taking 
the integration of both sides of (9), its solution can be found 
as: 
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1 d d ,
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n n

R Rt x t x
V Km
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R x t x

V Km
n

− −

− −

−  = −    − 
 

 + −    − 
 

 (38) 

The solution is in implicit form, i.e., it cannot be 
expressed as a direct function of t. Equation (38) is still much 
simpler than the solutions of (9), which can be obtained 
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using other window functions. Equation (38) does not have 
an analytical solution. For the high values of n, 1 >> 1/n, 
Equation (38) can be approximated as: 

 

( ) ( )( )

( ) ( )( )

2 2on off

dc 2

off

dc 2

  0
12

0 ,
11

R Rt x t x
V Km

n
R x t x
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−
≅ −

 − 
 

+ −
 − 
 

 (39) 

 ( ) ( )( ) ( ) ( )( )2 20 0t A x t x B x t x= − + −  (40) 

where  on off

dc 2
12

R RA
V Km

n

−
=

 − 
 

 and  off

dc 2
11

RB
V Km

n

=
 − 
 

. 

Equation (40) can be solved since it is a quadratic equation. 
Rearranging (40), 

 ( ) ( ) ( ) ( )2 20 0 0.Ax t Bx t Ax Bx t+ − − − =  (41) 

Equation (40) has two roots but the negative solution is dis-
regarded since only x(t) ≥ 0 is physical. Therefore, its solu-
tion is given as 

 ( )
( ) ( )( )22 4 0 0  

2

B B A Ax Bx t
x t

A

− + + + +
= . (42) 

Equation (42) is valid for t ≤ τSW. Substituting (42) into (4) 
and (7), the memristance and current of the memristor can 
be found as: 

 ( ) ( )off off on
4  

2
B C AtR x R R R

A
− + +

≅ − − , (43) 

  ( ) ( ) ( )
dc dc

off off on
4  

2

V Vi t
R x B C AtR R R

A

≅ − = −
− + +

− −

 (44) 

where ( ) ( )22 24 0 4 0   C B A x ABx= + + . 

After the switching occurs in the reverse direction, i.e.  
for t ≥ τSW,  

 ( ) 0,x t =  (45) 

 ( ) off ,R x R=  (46) 

 ( ) ( )
dc dc

off

.V Vi t
R x R

= − = −  (47) 

The perturbation theory can also be used to solve (38) 
more accurately assuming (1/n)  is a small parameter but the 
solution is not sought further. x(t) can also be solved numer-

ically if desired. The time domain response of the new 
memristor model for a DC voltage can also be examined 
similarly for the forward polarity, due to space considera-
tions, it is not examined in this paper. 

The frequency domain response of the new memristor 
model for a DC voltage is also examined for the reverse po-
larity. By taking the Fourier transformation of (42), the state 
variable of the memristor in frequency domain can be found 
as: 

 ( ) ( ) i

0

e d .tx x t tωω
∞

−= ∫  (48) 

Using the approximate solution, (43), for a pulse width 
of TP shorter than or equal to the reverse switching time τSW, 
i.e., 0 ≤ t ≤ TP ≤ τSW, Equation (49) turns into: 
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P
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2
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≅ ∫ ωω  (49) 

Using the approximate solution, (43), for t ≤ τSW, 
Equation (48) turns into: 
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where erf(y) is the error function and it is given as: 

 ( ) 2

0

2 erf e d .
y

uy u
π

−= ∫  (51) 

Using the approximate solution, (42), for a pulse width 
of TP higher than or equal to the reverse switching time τSW, 
i.e., TP > τSW ≥ t ≥ 0, Equation (48) turns into:  
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where on off off
SW

dc 2 2

1
2 1 1

R R Rn n
V K m n m n

τ
 −    = +    − −    

. 

The frequency domain response of the new memristor 
model for a DC voltage can also be examined similarly for 
the forward polarity, due to space considerations, it is not 
examined in this paper. 

As a second example of the model’s usage, LTspice 
model of the proposed memristor model is used to show its 
hysteresis behavior and to examine a memristor-capacitor 
(M-C) parallel circuit. The memristor model is simulated 
with a sinusoidal voltage for three different frequencies to 
obtain its hysteresis curves and to demonstrate that it pos-
sesses the three fingerprints of a memristor as seen in Fig. 4. 
The hysteresis curves of the memristor are not symmetric 
with respect to the origin due to its polarity dependence and 
having different scalability factors. Recently, an M-C circuit 
which is shown in Fig. 5 has been examined in [51]. Such 
M-C circuits may be used to obtain characteristics of 
a memristor, to analyze some device configurations with 
a memristor and a capacitor [51], be of importance to model 
biological systems, and can be used as a memristor test sim-
ilar to the one given in [52]. In such a circuit, a complete 
resistive switching cannot occur in a memristor modeled 
with a boundary unreachability problem for any initial 
charge of the capacitor. However, a complete resistive 
switching can occur in a memristor without a boundary un-
reachability problem for the same initial conditions. If the 
experimental results show that such a system has a finite re-
sistive switching time, such a system should be modeled 
with a memristor model without a boundary unreachability 
problem, perhaps with the one given here or a similar one. 
Otherwise, if the state variable behaves asymptotically not 
reaching its upper or lower limits, the models such as the 
ones given [17], [19] can be used for this purpose. Such 
an M-C circuit similar to the one given in [51] is simulated 
using the proposed model given in the last section. The sim-
ulation results obtained in LTspice are shown in Fig. 6. The 
circuit behaves as an M-C circuit at the beginning of the sim-
ulation, the memristance starts falling down while the state 
variable starts going up from x(0) to 1, then, it becomes equal 
to the minimum memristance value Ron at around 0.08 sec-
onds when x becomes equal to 1, it stays constant, and the 
circuit starts behaving as if an LTI resistor-capacitor circuit 

 
Fig. 4. Hysteresis curves of the simulated memristor fed by 

a sinusoidal voltage of vs(t) = 2∙sin(2πft) V for the 
frequencies of 5, 10, and 20 Hz.  

    
                                    (a)                                                (b) 

Fig. 5. (a) The M-C circuit examined; (b) Its LTspice 
schematic.  

 
Fig. 6. (a) The memristance, (b) the current, and (c) the 

voltage, of the forward-biased memristor in the M-C 
parallel circuit for the simulation parameters, 
Ron = 150 Ω, Roff = 1000 Ω, x(0) = 0.076, D = 16 nm, 
μv = 40 × 10−15 m2/(V∙s), p = 7, n = 2, m1 = 2, m2 = 3, 
C = 1000 µF, and vC (0) = 20 V.  

after that. The overall behavior of the M-C circuit is different 
than that of an LTI resistor-capacitor circuit since it pos-
sesses two state variables, vc(t) and x(t). Its current has 
a shape similar to a critically-damped R-L-C circuit which 
is not possible to obtain in an R-C circuit. The M-C circuit 
with a reverse-polarized memristor would behave differently 
due to the scaling and shape factors of the model considering 
(29) but due to space issues, the problem is not examined 
further. Its analytical examination and how it can be used as 
a memristor test will be the subject of a future work. 

7. Conclusion 
Although they are still new products commercially, the 

resistive memories, which are also memristive systems and 
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also known as resistive RAM, stand out as a popular field of 
study in the literature [8]. The switching time of them is an 
important parameter, which should be calculated accurately, 
for such a memory application. In this study, the switching 
time calculations have been made for several well-known 
memristor models with nonlinear drift speed. Some of these 
models cannot do memristive switching due to the boundary 
lock problem. Therefore, the switching times of these mod-
els could not be calculated, i.e., when the memristive switch-
ing time formula is used, the integration value, which gives 
the switching time, is found to be infinite or diverging as 
expected. This confirms that the memristor models with the 
boundary lock problem cannot do resistive switching. The 
solutions of the indefinite integrals of the switching times of 
the memristor models without the boundary lock problem 
are very complex. By using Wolfram-Alpha integral calcu-
lator, which is used for symbolic integration, the integrals 
giving the switching time are evaluated and calculated. The 
switching times of the memristor models without the bound-
ary lock problem are also evaluated with Wolfram-Alpha 
program and surprisingly found to be also infinite, i.e., they 
also diverge, that is, go to infinity. The reason for this situa-
tion has been identified as the drift velocity of the doped re-
gion inside the memristor decreases to very low values as it 
approaches the boundaries in these models and that’s why 
the resistive switching or the total drifting time takes infinite 
time that can be thought as a modern Zeno's paradox [50]. 
While the high doped region approaches any of the bounda-
ries under constant voltage, the doped region slows down so 
much that the switching time becomes infinite, that is, it can-
not reach the limit in a finite time, as in Zeno's paradox [50]. 
That’s why this problem is called the boundary unreachabil-
ity problem or Zeno Problem in this study. Even Biolek 
model, which is well-known and commonly-used in the lit-
erature, and, its improved version, Zha model, have the 
problem and they cannot do the resistive switching for what-
ever the switching voltage is. Any memristor model with this 
problem is not physically correct. Because, according to 
experimental studies, the ionic memristors can switch in 
both directions under constant voltage and their switching 
time decreases with increasing voltage. In the literature, 
when these memristor models whose switching is examined, 
are used in simulations in programs such as Spice, LTspice, 
and Simulink [17], [45], it appears that these memristor 
models can do resistive switching according to the simula-
tion results. This is because of the fact that the numerical 
methods used to solve the memristor equation give simula-
tion results with an error. When the switching of these 
memristors is examined by numerical methods, it seems that 
the doped region within the memristor has been able to reach 
any of the boundaries since the doped region moves with the 
average speed calculated in the previous time but this is not 
possible as demonstrated in this study. Slowing down of the 
doped region when approaching to any of the memristor 
boundaries cannot be modeled or calculated in the numerical 
methods such as Euler or Runge-Kutta methods due to their 
discrete nature. Also in this study, the effect of memristor 
polarity on memristive switching was also investigated, and 

it has been observed that the switching time integral diverges 
for both polarities in the nonlinear drift speed memristor 
models studied. Interestingly, HP memristor model, which 
is the first memristor model given in the literature, which is 
now considered obsolete, is the only memristor model 
whose switching time can be calculated among the memris-
tor models examined in this study. The results show that 
Biolek’s and Zha’s memristor models are not physical mod-
els despite being numerically simulatable and there is a need 
for better memristor models, whose memristive switching 
time integral does converge. In this study, after showing the 
existence of memristor models with the problem of being 
unable to do memristive switching or having a Zeno para-
dox, to overcome this problem, a new memristor model is 
proposed and it is demonstrated that it does memristive 
switching in a finite time under DC voltage for both of the 
polarities. The new model is also compared with the other 
memristor models. Two examples of the use of the proposed 
model are given in the paper in Sec. 6. A memristor model 
must have the three fingerprints of a memristor as explained 
in [53]. Experimental results such as the ones given in [54] 
show that a memristor must switch in a finite time but the 
models examined here analytically cannot do resistive 
switching in a finite time. That’s why, in our opinion, if 
a memristor model is to be proposed in the literature, the 
switching time of a memristor model must converge or it 
must have a finite switching time, this means that the con-
vergence of the memristor switching time integral should 
also be satisfied as a criterion that such a memristor model 
must have besides having the three fingerprints of the 
memristor. The memristor model or other memristor models 
meeting the criterion given here can be applied to design 
memristor-based digital circuits and memories more accu-
rately in the future. 

The findings of the paper can also be important for 
communication circuit applications. A memristor whose 
resistance is around its maximum value is used to make 
an ultrawide bandwidth receiver [55]. The boundary un-
reachability problem shown here may have implications for 
its analytical examination of such a device since its perfor-
mance cannot be predicted accurately by the simulations 
done with the memristor models with the boundary unreach-
ability problem. A memristor-based random modulator is 
made in [56] and it can be examined whether the boundary 
unreachability problem lets the memristor-based compres-
sive sensing system operate well or not. There are memris-
tor-based AM, ASK, FSK, and BPSK modulators examined 
in the literature [57–59] and, in our opinion, the performance 
of such circuits must be inspected considering the boundary 
unreachability problem and using memristor models without 
it. Also, modeling of the memristor-based circuits such as 
filters, amplifiers, and oscillators may suffer from the prob-
lem as well and their tuning algorithm may have to be mod-
ified accordingly [45, 60, 61]. Perhaps, the window function 
may also inspire modification or new models of other circuit 
elements with memory such as memcapacitors or memin-
ductors [62].  
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