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Abstract. In order to alleviate the adverse effects resulted from complex scenes for object tracking, such as fast movement, mottled background, interference of similar objects, and occlusion etc., an algorithm using dual-template Siamese network with attention feature fusion, named SiamDT, is proposed in this paper. The main idea include that the original ResNet-50 network is improved to extract deep semantic information and shallow spatial information, which are effectively fused using the attention mechanism to achieve accurate feature representation of objects. In addition, a template branch is added to the traditional Siamese network in which a dynamic template is generated together with the first frame image to solve the problems of template failure and model drift. Experimental results on OTB100 dataset and VOT2018 dataset show that the proposed approach obtains the excellent performance compared with the state-of-the-art tracking algorithms, which verifies the feasibility and effectiveness of the proposed approach.
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1. Introduction

Visual object tracking is an important content in the field of computer vision, which can be widely used in security monitoring, human-computer interaction, traffic navigation and so on [1]. Although the object tracking technology has been developed rapidly, many problems still exist in this subject, such as the change of shape, scale, speed, and illumination of the object, motion blur, occlusion and disappearance under the influence of complex scenes [2]. Therefore, it is of great significance to ensure that the above difficulties in the object tracking algorithm can be resolved or relieved, and accurate and robust tracking performance can be achieved.

Traditional object tracking algorithms based on machine learning, such as filtering algorithms, have good tracking accuracy and speed, but their capabilities on feature extraction are weak, which makes them difficult cope with tracking tasks in complex scenes.

With the continuous development of deep learning, object tracking algorithms based on them have become the mainstream due to their excellent performance, and they can be divided into filtering algorithms combined with deep features and Siamese network based algorithms [3].

In recent years, object tracking algorithms based on Siamese network can better balance the accuracy and the speed, so they have been paid more attention to. Tao et al. [4] proposed Siamese instance search for tracking (SINT) method which pioneered to change the problem of object tracking into the one of object matching. Subsequently, Bertinetto et al. [5] proposed the SiamFC algorithm in which a fully convolutional Siamese network with end-to-end training was designed and implemented.

Based on SiamFC algorithm, many improved versions are proposed. SiamRPN [6] algorithm was proposed by the terms of the region proposal network in the Faster R-CNN object detection algorithm, and the multi-scale prediction was replaced by the bounding box regression, so as to obtain a more accurate object boundary, and to further improve the tracking success rate. In SiamRPN++ [7] algorithm a spatially aware sampling strategy was proposed based on the SiamRPN algorithm which enables the Siamese network to break through the limitation of spatial invariance, to increase the depth of the network, and to further improve the tracking performance. SiamMask [8] algorithm adds a mask branch to the fully convolutional Siamese network, which can track and segment the object in real time only by relying on a bounding box of the initial frame, and can improve the segmentation accuracy by enhancing the network loss.

Although the object tracking algorithms based on Siamese network are developing continuously, many deficiencies still exist. First, in most of these methods a shallow convolutional neural network model is used for feature extraction, which makes the extracted features weak in representation, and cannot accurately describe the object to be tracked. Second, only deep semantic features are used
for feature matching, while the spatial information contained in shallow features are ignored. In addition, during the course of long-time tracking, the object template is easy to fail due to the large change of the object. Therefore, only relying on the first frame image of the object as the template will lead to the failure of object tracking.

Inspired by the above ideas, an object tracking algorithm using dual-template Siamese network with adaptive attention feature fusion is proposed in this paper which is built under the SiamFC architecture. Our contributions can be concluded as follows:

1. In order to fully utilize the rich feature extraction capabilities of deep networks, the originally shallow backbone AlexNet is replaced with a deeper ResNet-50. And the ResNet-50 network is improved including the step size of network, receptive field etc. to make the network more suitable for feature extraction in complex scenes.

2. The features output from the last three residual blocks of improved ResNet-50 are adaptively fused by attention mechanism to fully utilize the deep semantic information and shallow spatial information, so as to obtain features with stronger representation ability.

3. In order to resolve the problem that the object template degrades due to large changes of objects during course of the long-term tracking, the first frame image and the previous one of search frame of the object are together used as templates to match with the search frame image.

4. The proposed approach obtains the excellent performance on both OTB100 dataset and VOT2018 dataset.

The rest of this paper is organized as follows. Firstly, the basic Siamese network architecture is described in Sec. 2. Secondly, the overall framework of the proposed approach and the specific improvements of each part are described in Sec. 3. Then in Sec. 4, extensive experiments and comparisons with other algorithms on OTB100 dataset and VOT2018 dataset are presented to demonstrate the feasibility and effectiveness of the proposed approach. Finally, a conclusion is drawn in Sec. 5.

2. Fully-Convolutional Siamese Network

In fully convolutional Siamese networks for object tracking (SiamFC) a cross-correlation problem is defined, and the similarity of objects from the depth network of Siamese architecture with two branches are learned as shown in Fig. 1. Specifically, one branch is used to learn the features of the object, and the other one is used to learn the features of the search area.

3. Methodology

3.1 Overall Framework of the Proposed Approach

Based on SiamFC algorithm, the overall framework on the proposed approach is composed of feature extraction network, attention feature fusion module and dual-template strategy, as shown in Fig. 2. Among them, the dual-template strategy means that additional template branch is added to the original two convolutional neural networks with shared weights, so that the previous frame image of search frame and the first frame image are together used as templates to build a Siamese architecture consisting of three convolutional neural networks with shared weights. In each branch, the original AlexNet is no longer used in the feature extraction network, but an improved ResNet-50 is used to extract deep and shallow features of template images and search frame images. The attention feature fusion module adaptively fuses the features extracted by the last three residual blocks in the improved ResNet-50 using the channel attention mechanism and the spatial attention mechanism. Then, the fused template features and the subsequent frame image features are matched to calculate the similarity, so as to generate two score maps. Finally, the two generated score maps are weighted to predict the object location and scale, so as to complete the object tracking task.
3.2 Dual-Template Strategy

Object tracking algorithm based on Siamese network generally only relies on the first frame of the object image as a template, and the template is not updated as the subsequent tracking process. When tracking for a long time, and the situation on object changes greatly such as scale, speed, illumination, etc., the template is so easy to fail, further resulting in the failure of object tracking.

In order to solve the above problems, a new branch is added to the original two convolutional neural networks of the Siamese network. The new branch also shares weights with the other two branches, and its role is to extract the features of the previous frame of search frame as a template, and to match this template with the search frame, as shown in the Frame \( t-1 \) branch in Fig. 2.

3.3 Deeper Feature Extraction Network

Because of the advent of the SiamFC algorithm, a large number of algorithms for object tracking based on Siamese network appeared, but in these algorithms shallow convolutional neural networks such as AlexNet are still used for feature extraction. In the article [9] extensive ablation experiments on AlexNet, VGG, ResNet and other networks were conducted, and the results verified that a deeper convolutional neural network model can significantly improve the tracking performance. Therefore, a deeper ResNet-50 is considered as the backbone for feature extraction in this paper. However, simply using the ResNet-50 to replace the original AlexNet will not only fail to improve the tracking performance, but also will lead to a decrease on the accuracy of the tracking algorithm because padding in deep networks will destroy the strict translation in variance [7]. In order to solve the above problem, in the literature [7] the spatial aware sampling strategy is adopted, combined with the ResNet-50 structure to achieve deeper feature information and to improve the tracking performance.

By the above analysis, in this paper the improved ResNet-50 is used as the backbone for feature extraction. The original ResNet-50 has a large stride of 32 pixels, but for the object tracking task, the gap between the object in the front and back frames may be small, and the positioning accuracy of the object will be reduced due to the large network stride. Therefore, the stride of the last two residual blocks of ResNet-50 are reduced, so as to reduce the overall stride to 8 pixels, and dilated convolution [10] to keep the receptive field size unchanged are added. At the same time, in order to reduce the computational complexity, an additional 1 \( \times \) 1 convolutional layer is added behind each residual block, which can reduce the number of channels to 256, and the 7 \( \times \) 7 center region cropped from the original 15 \( \times \) 15 template feature space is considered as template feature. The feature processed in this way can still represent the entire object area [11]. The structure of improved ResNet-50 is shown in Fig. 3.
Using channel attention mechanism [13], different weights can be assigned to each channel by judging the importance of each feature channel during the course of object tracking as shown in Fig. 4.

First, global max pooling and global average pooling are performed on the input feature map $F$ to achieve spatial aggregation, and to obtain their respective one-dimensional vectors. After that, two one-dimensional vectors are respectively input into the multilayer perceptron (MLP). Then element-wise addition and sigmoid activation on the features output by MLP are performed to generate the channel attention weight vector. Finally, the original input feature map $F$ is weighted using the channel attention weight vector to obtain the final channel attention feature map $F'$. The channel attention weight vector $M(F)$ is calculated by

$$M(F) = \sigma (\text{MLP}(\text{Maxpool}(F)) + \text{MLP}(\text{Avgpool}(F)))$$

where $\sigma(\cdot)$ represents sigmoid operation. $W_0$ and $W_1$ denote multi-layer perceptron transformation. $F_{\max}$ and $F_{\text{avg}}$ are the vectors after global max pooling and global average pooling respectively.

(2) Spatial Attention Mechanism

Similarly, using spatial attention mechanism [14], different weights are assigned to each region by judging the importance of different regions during the course of object tracking as shown in Fig. 5.

Different from the channel attention mechanism, on the spatial attention mechanism max pooling and average pooling of the input feature map $F'$ on the channel first are carried out to obtain two-layer feature map. After that, $1 \times 1$ convolution is used to reduce the dimensionality of the two-layer feature map into one of a single-layer feature map. Then the single-layer feature map is activated by sigmoid to generate a spatial attention weight matrix. Finally, the original input feature map is weighted using the spatial attention weight matrix to obtain the final spatial attention feature map. The spatial attention weight matrix $M(F)$ is calculated by

$$M(F) = \sigma (\text{Concat}(\text{Maxpool}(F'),\text{Avgpool}(F')))$$

where $\sigma(\cdot)$ represents sigmoid operation. $F'_{\max}$ and $F'_{\text{avg}}$ are the vectors after global max pooling and global average pooling respectively.

(3) Spatial Attention Mechanism

In order to better fuse deep features and shallow features, we apply channel attention mechanism and spatial attention mechanism to adaptively fuse the features extracted by the last three residual blocks of the improved ResNet-50. Based on the above improvement of ResNet-50 structure, the feature resolution output from the last three residual blocks are the same. Therefore, the features extracted from the last three residual blocks can be concatenated directly to obtain the preliminarily fused feature map $F$. Then, the initially fused feature map $F$ is weighted by the channel attention mechanism to get the feature map $F'$, and finally the feature map $F'$ is weighted by the spatial attention mechanism to get the feature map $F''$.

(1) Channel Attention Mechanism

Using channel attention mechanism [13], different weights can be assigned to each channel by judging the importance of each feature channel during the course of object tracking as shown in Fig. 4.

First, global max pooling and global average pooling are performed on the input feature map $F$ to achieve spatial aggregation, and to obtain their respective one-dimensional vectors. After that, two one-dimensional vectors are respectively input into the multilayer perceptron (MLP). Then element-wise addition and sigmoid activation on the features output by MLP are performed to generate the channel attention weight vector. Finally, the original input feature map $F$ is weighted using the channel attention weight vector to obtain the final channel attention feature map $F'$. The channel attention weight vector $M(F)$ is calculated by

$$M(F) = \sigma (\text{MLP}(\text{Maxpool}(F)) + \text{MLP}(\text{Avgpool}(F)))$$

where $\sigma(\cdot)$ represents sigmoid operation. $W_0$ and $W_1$ denote multi-layer perceptron transformation. $F'_{\max}$ and $F'_{\text{avg}}$ are the vectors after global max pooling and global average pooling respectively.

(2) Spatial Attention Mechanism

Similarly, using spatial attention mechanism [14], different weights are assigned to each region by judging the importance of different regions during the course of object tracking as shown in Fig. 5.

Different from the channel attention mechanism, on the spatial attention mechanism max pooling and average pooling of the input feature map $F'$ on the channel first are carried out to obtain two-layer feature map. After that, $1 \times 1$ convolution is used to reduce the dimensionality of the two-layer feature map into one of a single-layer feature map. Then the single-layer feature map is activated by sigmoid to generate a spatial attention weight matrix. Finally, the original input feature map is weighted using the spatial attention weight matrix to obtain the final spatial attention feature map. The spatial attention weight matrix $M(F)$ is calculated by

$$M(F) = \sigma (\text{Concat}(\text{Maxpool}(F'),\text{Avgpool}(F')))$$

where $\sigma(\cdot)$ represents sigmoid operation. $F'_{\max}$ and $F'_{\text{avg}}$ are the vectors after global max pooling and global average pooling respectively.

(3) Spatial Attention Mechanism

In order to better fuse deep features and shallow features, we apply channel attention mechanism and spatial attention mechanism to adaptively fuse the features extracted by the last three residual blocks of the improved ResNet-50. Based on the above improvement of ResNet-50 structure, the feature resolution output from the last three residual blocks are the same. Therefore, the features extracted from the last three residual blocks can be concatenated directly to obtain the preliminarily fused feature map $F$. Then, the initially fused feature map $F$ is weighted by the channel attention mechanism to get the feature map $F'$, and finally the feature map $F'$ is weighted by the spatial attention mechanism to get the feature map $F''$.

(1) Channel Attention Mechanism
where \( f^{1\times 1}(\cdot) \) stands for 1 \( \times \) 1 convolution. \( F'_{\text{max}} \) and \( F'_{\text{avg}} \) represent the feature map after max pooling and average pooling respectively.

4. Experimental Results and Analysis

4.1 Implementation Details and Datasets

The hardware conditions of our experiments are Intel Core i7-10875H 2.30 GHz CPU, NVIDIA GeForce RTX2060 GPU, and 16 GB RAM. The compiling environment is configured with Python 3.7, CUDA 10.1, and Pytorch 1.2.0. End-to-end training was performed using stochastic gradient descent, with an initial learning rate of \( 10^{-2} \) which gradually decayed to \( 10^{-5} \) during training. The model was trained for 50 iterations, and the batch size was set to 32.

Our approach was trained on the ILSVRC 2015-VID database which contains more than 4000 video sequences with over 1 million frames annotated, and was tested on the OTB100 dataset and VOT2018 dataset. OTB100 dataset contains 100 video sequences involving many complex situations such as illumination change, scale change, deformation, in-plane rotation, out-of-plane rotation, occlusion, disappearance, rapid motion, and motion blur of the object, etc. Compared with OTB100 dataset, VOT2018 dataset has higher resolution and more complex object changes in tracking sequence, and now has become a mainstream standard for evaluating tracking algorithms. Therefore, the performance of object tracking algorithm can be well evaluated on OTB100 dataset and VOT2018 dataset. Some samples of the dataset are shown in Fig. 6.

4.2 Experimental Results on OTB100 Dataset

(1) Objective criteria

In the experiments on OTB100 dataset, the tracking precision and success rate are often used to evaluate the performance of algorithms. The tracking precision is calculated by the percentage of the number of frames on which the error \( \rho \) between the center position of the object prediction box \((x_p, y_p)\) and the center position of ground truth \((x_{gt}, y_{gt})\) is within the threshold to the number of total frames in the video, as shown in (4) and (5).

\[
\text{Precision} = \frac{\text{frames}(\rho < \text{threshold})}{\text{frames(all)}}, \quad \text{(4)}
\]

\[
\rho = \sqrt{(x_p - x_{gt})^2 + (y_p - y_{gt})^2}. \quad \text{(5)}
\]

The tracking precision is a real number between 0 and 1. The larger the value is, the better the result is. The value of precision in this paper adopts the value when the threshold is 20.

The tracking success rate is calculated by the percentage of the number of frames on which the overlap rate \( \text{IOU} \) between the object prediction area \( A_p \) and the ground truth area \( A_{gt} \) is greater than the threshold to the number of total frames in the video, as shown in (6) and (7).

\[
\text{SuccessRate} = \frac{\text{frames}(\text{IOU} > \text{threshold})}{\text{frames(all)}}, \quad \text{(6)}
\]

\[
\text{IOU} = \frac{A_p \cap A_{gt}}{A_p \cup A_{gt}}. \quad \text{(7)}
\]

Similarly, the tracking success rate is also a real number between 0 and 1. The larger the value is, the better the result is. The value of success rate in this paper adopts the area under the curve of the success plots.

(2) Ablation Experiments

In order to verify the effectiveness of each improvement of the proposed approach, ablation experiments are performed on the OTB100 dataset, and the results are shown in Tab. 2.

It can be seen from Tab. 2 that the deeper feature extraction network (Improved ResNet-50) contributes 4.4% to the improvement of tracking precision, thus more accurate results are provided for object positioning. But the contribution in the success rate is small, only increased by 0.6%. The reason is that the rich spatial details contained in the shallow features are not fully utilized. Therefore, after adding the attention feature fusion module, the fused features from deep and shallow features contain more com-
376 M. LIU, J. SHI, Y. WANG, DUAL-TEMPLATE SIAMESE NETWORK WITH ATTENTION FEATURE FUSION FOR OBJECT TRACKING

Fig. 7. Comparison results of (a) tracking precision and (b) success rate on OTB100 dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Improved ResNet-50</th>
<th>Attention feature fusion module</th>
<th>Dual-template strategy</th>
<th>Precision</th>
<th>Success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiamFC</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>0.772</td>
<td>0.586</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>0.816</td>
<td>0.592</td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>0.843</td>
<td>0.645</td>
</tr>
<tr>
<td></td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>0.881</td>
<td>0.658</td>
</tr>
</tbody>
</table>

Tab. 2. Performance evaluation of improvement ideas of the proposed approach. √ represents the module has been added, × on the contrary.

It is noteworthy that using the improved ResNet-50 as the feature extraction network reduces the amount of parameters to a certain extent. However, due to the addition of attention mechanism and dual-template strategy, the final amount of parameters continues to increase, reaching 24.9 M, and the FLOPs (Floating Point Operations) reaches 19.5 G. The overall computational complexity of the algorithm is increased, but the performance improvement brought by this is worthwhile.

(3) Contrast Experiments

In order to verify the effectiveness of our approach, and to better evaluate the tracking performance, we selected three mainstream tracking algorithms based on Siamese network and three ones based on correlation filtering for comparison. Among them, tracking algorithms based on Siamese network include the baseline SiamFC [5], the improved algorithm CFNet [11] based on SiamFC, and SiamRPN [6] which has performed well in recent years and has gradually become an essential comparative algorithm. Tracking algorithms based on correlation filtering include SRDCF [16], iDSST [19] which used a single histogram of oriented gradient (HOG) feature, and Staple [15] which was combined HOG features with color features. For fair comparison, the experimental results of each algorithm are obtained by optimizing parameters under the same hardware conditions and database settings. Figure 7 shows the comparison results of the overall tracking precision and success rate of our approach and the above six algorithms with one-pass evaluation (OPE) on the OTB100 dataset.

Figure 7(a) shows the comparison results of tracking precision. The abscissa is the threshold of the center position error. It can be seen that our approach has the highest curve slope, which shows that it also has high tracking precision compared with other algorithms at a lower threshold, and can always be optimal.

Figure 7(b) shows the comparison results of tracking success rate. The abscissa is the threshold of the overlap rate between predicted box and the actual object box. It can be seen that the success rate curve of our approach has the slowest decline, which indicates that under the condition of more stringent requirements for tracking objects, our approach can ensure that the success rate decreases less sharply and the tracking performance is stable.

In general, our approach performed the best in both tracking precision and success rate. Compared with the baseline algorithm SiamFC, the tracking precision increased by 10.9%, and the success rate increased by 7.2%. Compared with the well-performing algorithm SiamRPN, the tracking accuracy increased by 3.1%, and the success rate increased by 2.6%. This shows that our approach has excellent tracking performance.

For further illustrating the ability of the proposed approach to cope with complex scenes during the tracking process, the experimental results on 11 complex scenes of OTB100 database are given respectively in Tab. 3, Tab. 4.

prehensive information, which significantly contributes 7.1% and 5.9% to the improvement of tracking precision and success rate, respectively. In addition, the added dual-template strategy makes full use of the information of historical frames, alleviates the risk of tracking drift when the object changes greatly, and makes the performance of the model more robust. Thus the tracking precision and the success rate are further improved by 3.8% and 1.3%, respectively.

It is noteworthy that using the improved ResNet-50 as the feature extraction network reduces the amount of parameters to a certain extent. However, due to the addition of attention mechanism and dual-template strategy, the final amount of parameters continues to increase, reaching 24.9 M, and the FLOPs (Floating Point Operations) reaches 19.5 G. The overall computational complexity of the algorithm is increased, but the performance improvement brought by this is worthwhile.
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In order to verify the effectiveness of our approach, and to better evaluate the tracking performance, we selected three mainstream tracking algorithms based on Siamese network and three ones based on correlation filtering for comparison. Among them, tracking algorithms based on Siamese network include the baseline SiamFC [5], the improved algorithm CFNet [11] based on SiamFC, and SiamRPN [6] which has performed well in recent years and has gradually become an essential comparative algorithm. Tracking algorithms based on correlation filtering include SRDCF [16], iDSST [19] which used a single histogram of oriented gradient (HOG) feature, and Staple [15] which was combined HOG features with color features. For fair comparison, the experimental results of each algorithm are obtained by optimizing parameters under the same hardware conditions and database settings. Figure 7 shows the comparison results of the overall tracking precision and success rate of our approach and the above six algorithms with one-pass evaluation (OPE) on the OTB100 dataset.

Figure 7(a) shows the comparison results of tracking precision. The abscissa is the threshold of the center position error. It can be seen that our approach has the highest curve slope, which shows that it also has high tracking precision compared with other algorithms at a lower threshold, and can always be optimal.

Figure 7(b) shows the comparison results of tracking success rate. The abscissa is the threshold of the overlap rate between predicted box and the actual object box. It can be seen that the success rate curve of our approach has the slowest decline, which indicates that under the condition of more stringent requirements for tracking objects, our approach can ensure that the success rate decreases less sharply and the tracking performance is stable.

In general, our approach performed the best in both tracking precision and success rate. Compared with the baseline algorithm SiamFC, the tracking precision increased by 10.9%, and the success rate increased by 7.2%. Compared with the well-performing algorithm SiamRPN, the tracking accuracy increased by 3.1%, and the success rate increased by 2.6%. This shows that our approach has excellent tracking performance.

For further illustrating the ability of the proposed approach to cope with complex scenes during the tracking process, the experimental results on 11 complex scenes of OTB100 database are given respectively in Tab. 3, Tab. 4.
and Tab. 5, besides the above overall tracking precision and success rate.

It can be seen from Tab. 3, Tab. 4 and Tab. 5 that our approach achieved the most advanced results in nine scenes such as fast motion, background clutter, deformation etc. except for low resolution and out of view scenes in which the results still rank second and third respectively, which proves the adaptability of our approach in complex scenes.

In order to further verify the ability of our approach to deal with complex scenes, we visually compare our approach with SiamFC and SiamRPN on OTB100 dataset. Figure 8 shows the visual comparison results of four groups of video sequences with high tracking difficulty. In

### Table 3

<table>
<thead>
<tr>
<th>Methods</th>
<th>Out of view</th>
<th>Deformation</th>
<th>In-plane rotation</th>
<th>Out-of-plane rotation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Success rate</td>
<td>Precision</td>
<td>Success rate</td>
</tr>
<tr>
<td>fDSST</td>
<td>0.478</td>
<td>0.386</td>
<td>0.541</td>
<td>0.422</td>
</tr>
<tr>
<td>SiamFC</td>
<td>0.673</td>
<td>0.509</td>
<td>0.694</td>
<td>0.516</td>
</tr>
<tr>
<td>CFNet</td>
<td>0.604</td>
<td>0.454</td>
<td>0.710</td>
<td>0.525</td>
</tr>
<tr>
<td>Staple</td>
<td>0.668</td>
<td>0.475</td>
<td>0.747</td>
<td>0.548</td>
</tr>
<tr>
<td>SRDCF</td>
<td>0.597</td>
<td>0.460</td>
<td>0.728</td>
<td>0.540</td>
</tr>
<tr>
<td>SiamRPN</td>
<td>0.728</td>
<td>0.544</td>
<td>0.837</td>
<td>0.626</td>
</tr>
<tr>
<td>Ours</td>
<td>0.721</td>
<td>0.537</td>
<td>0.887</td>
<td>0.652</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>Methods</th>
<th>Scale variation</th>
<th>Fast motion</th>
<th>Motion blur</th>
<th>Background clutter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Success rate</td>
<td>Precision</td>
<td>Success rate</td>
</tr>
<tr>
<td>fDSST</td>
<td>0.644</td>
<td>0.473</td>
<td>0.571</td>
<td>0.458</td>
</tr>
<tr>
<td>SiamFC</td>
<td>0.739</td>
<td>0.560</td>
<td>0.744</td>
<td>0.571</td>
</tr>
<tr>
<td>CFNet</td>
<td>0.730</td>
<td>0.546</td>
<td>0.707</td>
<td>0.554</td>
</tr>
<tr>
<td>Staple</td>
<td>0.724</td>
<td>0.519</td>
<td>0.709</td>
<td>0.540</td>
</tr>
<tr>
<td>SRDCF</td>
<td>0.741</td>
<td>0.559</td>
<td>0.769</td>
<td>0.597</td>
</tr>
<tr>
<td>SiamRPN</td>
<td>0.846</td>
<td>0.622</td>
<td>0.793</td>
<td>0.602</td>
</tr>
<tr>
<td>Ours</td>
<td>0.858</td>
<td>0.641</td>
<td>0.82</td>
<td>0.621</td>
</tr>
</tbody>
</table>

### Table 5

<table>
<thead>
<tr>
<th>Methods</th>
<th>Illumination variation</th>
<th>Low resolution</th>
<th>Occlusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Success rate</td>
<td>Precision</td>
</tr>
<tr>
<td>fDSST</td>
<td>0.716</td>
<td>0.556</td>
<td>0.602</td>
</tr>
<tr>
<td>SiamFC</td>
<td>0.741</td>
<td>0.578</td>
<td>0.848</td>
</tr>
<tr>
<td>CFNet</td>
<td>0.703</td>
<td>0.540</td>
<td>0.750</td>
</tr>
<tr>
<td>Staple</td>
<td>0.778</td>
<td>0.590</td>
<td>0.610</td>
</tr>
<tr>
<td>SRDCF</td>
<td>0.786</td>
<td>0.61</td>
<td>0.655</td>
</tr>
<tr>
<td>SiamRPN</td>
<td>0.872</td>
<td>0.660</td>
<td>0.870</td>
</tr>
<tr>
<td>Ours</td>
<td>0.878</td>
<td>0.663</td>
<td>0.814</td>
</tr>
</tbody>
</table>

Tab. 3. Comparison results in scenes of out of view, deformation, in-plane rotation and out-of-plane rotation.

Tab. 4. Comparison results in scenes of scale variation, fast motion, motion blur and background clutter.

Tab. 5. Comparison results in scenes of illumination variation, low resolution and occlusion.
Fig. 8. Visual comparison results of complex scenes on OTB100 Dataset such as (a) liquor, (b) soccer, (c) skating, and (d) woman. The red, green and blue boxes are the tracking results of our approach, SiamRPN and SiamFC, respectively.

the ‘liquor’ video sequence, objects are disturbed and occluded by similar objects when moving, and the video sequence is long, which is prone to model drift. In the ‘soccer’ video sequence, the background is mottled and messy. The object and background are almost integrated, which is difficult to distinguish with the naked eye. In the ‘skating1’ video sequence, the object is not only moving rapidly, but also affected by the illumination change. In the ‘woman’ video sequence, the scale of the object changes instantaneously.

It can be seen from Fig. 8 that compared with SiamFC and SiamRPN, our approach shows better performance in the face of long-term tracking and complex scenes such as fast movement, mottled background, interference of similar objects, and occlusion.

The excellent results can be obtained thanks to the rich feature expression resulted from the combination of the deep feature extraction network and the attention feature fusion module, as well as the stable template update under the dual-template strategy. The above experimental results verify the ability of our approach to deal with object tracking tasks in complex scenes.

4.3 Experimental Results on VOT2018 Dataset

(1) Objective criteria

The two most important indicators in VOT2018 are accuracy and robustness. Accuracy is used to evaluate the precision of the tracker. The larger the value is, the higher the precision is. The accuracy of the $t$-th frame of a sequence is defined as

$$
\Phi_t = \frac{\sum_{i,k} \Phi(i,k)}{N_{rep}}
$$

where $A^G_t$ represents the corresponding bounding box of the ground truth in the $t$-th frame, and $A^T_t$ represents the bounding box predicted by the tracker in the $t$-th frame. In more detail, $\Phi(i,k)$ is defined as the accuracy of the $i$-th tracker at the $t$-th frame in the $k$-th repetition, and the number of repetitions is set as $N_{rep}$. So the accuracy on $t$-th frame is defined as

$$
\Phi_t(i) = \frac{1}{N_{rep}} \sum_{k=1}^{N_{rep}} \Phi(i,k).
$$
\( N_{\text{valid}} \) represents the number of valid frames, the final accuracy of the \( i \)-th tracker is defined as
\[
\text{Accuracy} = \frac{1}{N_{\text{valid}}} \sum_{i=1}^{N_{\text{valid}}} \Phi_{i}(i). \tag{10}
\]

Robustness is used to evaluate the stability of the tracker. The smaller the value is, the better the stability is. Following the definition of accuracy above, if \( F(i,k) \) is defined as the number of times that the \( i \)-th tracker failed to track in the \( k \)-th repetition, then the final robustness of the \( i \)-th tracker is defined as
\[
\text{Robustness} = \frac{1}{N_{\text{rep}}} \sum_{i=1}^{N_{\text{rep}}} F(i,k). \tag{11}
\]

In fact, the primary index for evaluating tracking performance in the competition is expected accuracy overlap (EAO) [18] which reflects the overall performance of accuracy and robustness to a certain extent. The larger the value is, the better the tracking performance is.

(2) Contrast Experiments

In addition to the selected algorithms on the OTB100 dataset (SRDCF [16], Staple [15], SiamFC [5], SiamRPN [6]), we also selected the state-of-the-art algorithms in VOT2018 competition which ranked in the front, namely ECO [19], SiamRPN++ [7] and SiamFC++ [20] to compare with our approach, and the results are shown in Tab. 6 and Tab. 7.

EAO of our method ranks first which is 25.9% higher than the baseline algorithm SiamFC, and 2.1% higher than that of the state-of-the-art algorithm SiamFC++. The accuracy of our approach is slightly lower than SiamRPN++ and SiamFC++, and the reason for this phenomenon may be that the VOT2018 dataset contains multiple small objects, and the proposed approach is less effective in dealing with the boundary regression of small objects. However, with the support of deep feature extraction network and attention feature fusion module, our approach still improves by 5.1% in accuracy compared with baseline algorithm SiamFC. Meanwhile, under the tracking stability provided by the dual-template strategy, the robustness of our approach is 44.3% higher than the baseline algorithm and 4.1% higher than that of the state-of-the-art SiamFC++, achieving the optimal result.

It is noteworthy that the tracking speed of the proposed method has decreased significantly. This is largely derived from the increase of computational complexity of the algorithm. As can be seen from Tab. 7, although the FLOPs of our approach is higher than that of SiamFC++ only by 2.3, it is undeniable that the tracking performance brought by the proposed method is the most promising.

In general, the above experimental results further show that the proposed algorithm has excellent tracking performance.

5. Conclusion

In this paper, dual-template Siamese network with attention feature fusion for object tracking is proposed. By using a deeper ResNet-50 and improved network structure, the feature extraction ability of the tracker is improved. Then, the last three residual block features of ResNet-50 are fused under the attention mechanism using the attention feature fusion module. Therefore, effective shallow spatial information and deep semantic information of object can be obtained, and the location ability of the tracker is improved. At the same time, in order to resolve the problem of object template degradation, and adapt to the changes of the appearance and state of the object, a dual-template strategy is introduced to prevent tracking drift by establishing a new template branch. Compared with the state-of-the-art methods on the OTB100 dataset and VOT2018 dataset, our approach obtains the most excellent tracking performance, which verifies that the proposed method can effectively deal with complex scenes such as rapid object movement, mottled background, interference of similar objects, and occlusion etc.

Future research will focus on the template update strategy of object tracking algorithm to further improve tracking performance. In addition, the network structure will be optimized to reduce the computational complexity of the algorithm. We will consider making the code and data public after the confidentiality requirement of the project is relieved.
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