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Abstract. Class imbalance is a prevalent problem in many 
real-world applications, and imbalanced data distribution 
can dramatically skew the performance of classifiers. In 
general, the higher the imbalance ratio of a dataset, the 
more difficult it is to classify. However, it is found that 
standard classifiers can still achieve good classification 
results on some highly imbalanced datasets. Obviously, the 
class imbalance is only a superficial characteristic of the 
data, and the underlying structural information is often the 
key factor affecting the classification performance. As 
implicit prior knowledge, structural information has been 
validated to be crucial for designing a good classifier. This 
paper proposes a Wasserstein-based cost-sensitive support 
vector machine (CS-WSVM) for class imbalance learning, 
incorporating prior structural information and a cost-
sensitive strategy. The Wasserstein distance is introduced 
to model the distribution of majority and minority samples 
to capture the structural information, which is employed to 
weight the majority and minority samples. Comprehensive 
experiments on synthetic and real-world datasets, especial-
ly on the radar emitter signal dataset, demonstrated that 
CS-WSVM can achieve outstanding performance in imbal-
anced scenarios.  

Keywords 
Imbalanced classification, cost-sensitive, structural in-
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1. Introduction 
In the field of machine learning, most of the tradition-

al classification algorithms are based on the premise that 
the number of samples in considered classes is roughly 
similar [1]. During the learning process, these methods 
train classifiers by maximizing classification accuracy and 
treating all samples equally. However, in most real-world 
classification problems, the data distribution is skewed, i.e., 
some classes have more samples than others. For example, 
in the IFF (Identification Friend or Foe) problem [2], the 
number of friend targets (majority classes) is more than 
that of enemy targets (minority classes). There are more 

legitimate credit card users than fraudulent credit card 
users in the case of credit card fraud detection [3]. The 
same situation also occurs in many practical applications, 
such as emitter identification [4], network intrusion detec-
tion [5], and industrial fault detection [6]. In the imbal-
anced case, traditional classifiers usually fail to achieve 
good performance, especially for the minority class, as they 
are designed to generate simple assumptions based on 
overall accuracy. Such a model is not practical in real life 
because what is more critical to experts is often the predic-
tion accuracy of the interested class (i.e., the minority 
class).  

In recent years, many approaches have been devel-
oped to handle the class imbalance problem, which can be 
grouped into two categories: data-level methods and algo-
rithm-level methods. 

Data-level methods attempt to balance the data dis-
tribution by adopting sampling techniques [1]. Studies 
have shown that a balanced dataset is more conducive to 
enhancing the global classification performance compared 
to an imbalanced dataset [7–9]. The various re-sampling 
methods include removing samples from the majority class 
(under-sampling), generating new samples for the minority 
class (over-sampling), and the integration of two tech-
niques [48], [49]. Although these approaches do help to 
adjust the ratio of minority and majority samples and im-
prove the classification accuracy of the whole data, there 
are still obvious drawbacks: the under-sampling methods 
often lose valuable information while over-sampling meth-
ods are prone to generate redundant data and result in 
model overfitting.  

Algorithm-level methods solve the class imbalance 
problem by designing a model suitable for the imbalanced 
data. Research efforts in this area mainly include cost-
sensitive learning [10], [11], ensemble learning [12], [13], 
and other improved algorithms such as improved versions 
of decision trees [14], k-nearest neighbor [15], [16], and 
support vector machine [13], [17]. Table 1 provides 
an overview of methods used to deal with imbalanced da-
tasets. Engaging readers may refer to [18–25] for a com-
prehensive survey of the methods for imbalanced data 
classification.  
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Data-level methods Algorithm-level methods 
Under-sampling Cost-sensitive learning 
Over-sampling Ensemble learning 

Hybrid-sampling Other improved algorithms 

Tab. 1. Overview of the categories of methods to deal with 
imbalanced datasets. 

In general, the higher the imbalance ratio, the more 
difficult the classification task. However, in some applica-
tions, it is found that the standard learning model can still 
achieve a good classification result on some highly unbal-
anced datasets. The class imbalance is not the only factor 
that weakens classification performance; other factors, 
such as noisy samples, class overlap, and the dataset’s 
structural information, can also significantly affect classifi-
cation performance. As an implicit prior knowledge, struc-
ture information has been proven to be crucial for design-
ing a good classification model. Therefore, the classifier 
needs to pour more attention to the underlying data struc-
tural information, i.e., the data distribution information.  

The cost-sensitive method, as one of the mainstream 
methods to solve the imbalance classification problem, has 
been widely used for its flexibility in integrating with many 
standard classifiers [11, 13, 26–30]. Specifically, it assigns 
a larger cost to minority class samples and a lower cost to 
majority class samples, hoping to reduce the impact of the 
data imbalance. However, most existing cost-sensitive 
methods simply assign different weights to different 
classes of samples based on the number of positive and 
negative class samples, without considering the structural 
information of the data. In this paper, we propose a struc-
tured cost-sensitive framework to handle the imbalanced 
data classification problem, namely the Wasserstein dis-
tance-based cost-sensitive support vector machine (CS-
WSVM). Instead of directly weighting majority and minor-
ity samples according to the imbalance ratio, a new dis-
tance is introduced to model the distribution of majority 
and minority classes, and weighting the majority and mi-
nority samples based on the distribution information, thus 
promoting SVM in a cost-sensitive framework. Additional-
ly, distribution information is also introduced into the 
standard SVM object function in the form of regular terms. 
The mainstream and benefits of the proposed framework 
are summarized as follows: 

(i) We proposed a new strategy to capture the under-
lying data structural information and thus guide the design 
of the classifier. 

(ii) We constructed a series of Wasserstein distance-
guided data clusters, so that the original imbalanced data 
became balanced at the clustering level. 

(iii) According to the Wasserstein distance between 
different clusters, we defined well-classified, hard-
classified, and regular samples.  

The rest of the paper is organized as follows. In 
Sec. 2, the standard SVM is briefly described. Section 3 
presents the proposed CS-WSVM, including the linear and 
nonlinear cases. The experimental results on toy and real-

world problems are shown in Sec. 4. Finally, some conclu-
sions are given in Sec. 5. 

2. Support Vector Machine 
As one of the most popular classification methods, 

SVM and its variants [31–35] have been widely used in 
image classification, face recognition, voice recognition, 
and other applications. The basic idea of SVM is to find 
a hyperplane that can separate the two-class data points 
with a maximal margin, which is based on the minimiza-
tion of the hinge loss function that assigns the same penalty 
parameters to all samples. 

Given the training samples set X = {(x1,y1), (x2,y2),…, 
(xn,yn)}, yi ∈ {–1,+1}, the standard SVM is to find a hyper-
plane f = ωTX + b, which separates the samples of different 
classes with a margin of 2/ω. The object function can be 
formulated as 

 
T

T

1min
2

s.t.    ( ) 1, 1, 2, , .i iy b i n+ ≥ =

ω ω

ω x 

 (1) 
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where ξi is the slack variable that measures the degree of 

misclassification of the data xi, 
1

n

i
i
ξ

=
∑  is an upper bound on 

the number of training errors. C is a trading-off parameter, 
a large C corresponding to assigning a higher penalty to 
errors (C = ∞ leads to a hard-margin SVM). 

Consequently, following the above analysis, it is clear 
that SVM can obtain an optimal hyperplane in the balanced 
classification problem. However, for the imbalanced case, 
due to the lack of minority class samples, the information 
provided to the classifier by the minority class samples is 
very limited. In order to obtain a high-accuracy result, 
SVM must ensure the majority class samples are correctly 
classified as much as possible during the training process, 
so that the hyperplane is shifted to the minority class, 
which leads to an unsatisfied classification result. Conse-
quently, various approaches that modify SVM to achieve 
cost-sensitive have been proposed [36–39], such as BP-
SVM (Biased Penalties Support Vector Machine) [39] and 
CS-SVM (Cost-Sensitive Support Vector Machine) [37]. 
The former introduces different penalty parameters C+ and 
C– for the positive and negative samples during training, 
and the latter extends the SVM hinge loss to optimize the 
classifier concerning class imbalance or class cost. CS4VM 
(Cost-Sensitive Semi-Supervised Support Vector Machine) 
[38] and Cos-LapSVM [40] (Cost-Sensitive Laplacian 
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Support Vector Machine) have been proposed to deal with 
the semi-supervised imbalanced classification problem. 

3. Wasserstein Distance-Based Cost-
Sensitive Support Vector Machine 
In this section, we introduced a novel classifier named 

Wasserstein distance-based cost-sensitive support vector 
machine (CS-WSVM). Different from the traditional 
method of weighting positive and negative samples accord-
ing to the imbalance ratio, a different strategy is adopted to 
set the cost for positive and negative samples. Specifically, 
the proposed CS-WSVM weights positive and negative 
samples according to their distribution. First, by using 
clustering techniques, a series of Wasserstein distance-
guided data clusters were constructed. After clustering, the 
original imbalanced data becomes balanced at the cluster-
ing level. Moreover, the Wasserstein distance between 
each negative and positive cluster can be used to assign 
different costs to different samples. Then the optimization 
problem was obtained by embedding the distribution in-
formation and the different misclassification costs of each 
sample into the object function. Moreover, this algorithm 
can also be extended to a nonlinear version by a kernel 
trick, as in many kernel-based methods. 

3.1 Construct the Wasserstein Distance-
Guided Data Clusters 
In this step, a cost-sensitive training set is constructed 

based on the Wasserstein distance. Wasserstein distance, 
also known as earth mover’s distance, was first proposed 
by Rubner as a metric between two distributions [41]. It is 
defined as the minimal cost needed to transform one distri-
bution into the other. The Wasserstein distance is based on 
solving the transportation problem through linear optimiza-
tion. Rubner explains this theory through a cargo transpor-
tation example.  

Suppose there are two distributions P = {(pi,ωpi)}m
i = 1 

and Q = {(qj,ωqj)}n
j = 1, where pi is the supplier, ωpi is the 

quantity of goods it owns, qj is the warehouse, and ωqj is 
the quantity of goods it can receive. D = [dij] is the ground 
distance matrix where dij is the ground distance between pi 
and qj. Then the Wasserstein distance can be expressed as 
the following linear optimization problem: we hope to find 
a flow F = [fij] that minimizes the overall transportation 
cost, where fij is the flow from pi to qj.  
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Once the transportation problem is solved, the 
Wasserstein distance can be normalized as: 
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For a typical binary imbalanced classification prob-
lem, given a training set X = {(xi,yi), i = 1,2,…,N}, where 
xi is the i-th sample in the training set and yi is the label 
corresponding to xi. Define all negative samples in X as 
majority class, denoted as N = {(xi,yi|yi = −1, 
i = 1,2,…,N)}; define all positive samples in X as minority 
class, denoted as P = {(xi,yi|yi = +1, i = 1,2,…,N)}. Differ-
ent strategies would be used for the minority and majority 
classes. Here we adopt the hierarchical clustering [43] 
technique to divide the majority class set N into several 
clusters N1, N2,…, Nc. For each cluster, we calculate the 
Wasserstein distance WNi,P between Ni and the minority 
class set P, as well as the Wasserstein distance WN,P be-
tween N and P. If WNi,P > WN,P, we define the samples in 
the cluster Ni as well-classified samples, the other samples 
in majority class will be defined as regular samples. Small-
er weights are assigned to well-classified samples, and 
normal weights are assigned to regular samples, respective-
ly. Meanwhile, the minority class samples are defined as 
hard-classified samples and are assigned larger weights. 
Figure 1 illustrates the construction of the Wasserstein 
distance-guided data clusters. 

Considering that each sample has different misclassi-
fication cost, the sample set can be expressed as (x1,y1,co1), 
(x2,y2,co2),…, (xn,yn,con), where coi is the misclassification 
cost of xi. 

3.2 CS-WSVM for Linear Case 
After calculating the Wasserstein distance, we can ob-

tain the underlying data structure information. Meanwhile, 
after clustering, a cost-sensitive training set will be con-
structed. Accordingly, the CS-WSVM model can be for-
mulated as 

 

T T
d

1

T

1min  
2 2

s.t.    ( ) , 0
1         1

           1      1

n

i i
i

i i i i i

i

i
i

i

C co

y b
y

y
co

λ ξ

ξ ξ
=

 + +  
 

+ ≥ Ω − ≥

= +
Ω =  = −

∑ω ω ω W ω

ω x   (5) 

 



454 R. FENG, H. JI, Z. ZHU, ET AL., A WASSERSTEIN DISTANCE-BASED COST-SENSITIVE FRAMEWORK FOR IMBALANCED … 

 
Fig. 1. Construct the Wasserstein distance-guided data clusters. 

 

where Wd is the Wasserstein distance matrix between the 
two kinds of distributions. λ is the parameter that regulates 
the relative importance of the distance information within 
the two distributions. coi is the misclassification cost of xi. 
The value of coi for different samples can be defined as 

( )1 log 2 ,     well-classified samples,

       ,                    regular samples,         
         ,                  hard-classified samples.
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In this case, cost-sensitivity is controlled by the pa-
rameters coi and Ωi. coi means that a large weight would be 
assigned to the minority class sample, i.e. the hard-
classified sample during training. While, the parameter Ωi 
ensures that CS-WSVM does not simply over train on the 
minority class. 

Incorporating the constraints into the object function, 
we can rewrite (5) as a primal Lagrangian 
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where α and μ is the Lagrange multiplier. We set the partial 

 

derivative of L(ω,b,ξ,α,μ) with respect to ω, b and ξ equal 
to zero, respectively. 
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Substituting (8), (9), and (10) into (7), we obtain 
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Then, we transform the primal into the dual problem 
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By using QP technique, we can obtain the solution αi. 
Then, the derived classifier function can be formulated as 
follows, which is used to predict the class labels for testing 
data x 
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3.3 CS-WSVM for Nonlinear Case 
We can also apply the kernel trick [42] in CS-WSVM 

to improve the classification performance for real-world 
linearly non-separable datasets. We use a mapping Φ 
which can map the data to a higher (or infinite) dimension-
al Euclidean space , i.e., Φ: d 

 . The hyperplane in 
  can be defined as  

 ( ) ( )TΦf b= +X ω X . (14) 

Similar to (5), the kernel CS-WSVM model can be 
formulated as  
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where Wd
Φ is the Wasserstein distance of the two kinds of 

distributions in the kernel space. Wd
Φ can be calculated by 

the following equation 
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However, since  is a higher (or infinite) dimensional 
space, we cannot obtain the formulation of Φ explicitly. If 
there were a “kernel function” K such that K(xi,xj) = 
Φ(xi)T Φ(xj), we would only need to use Kij = K(xi,xj) in the 
algorithm, so Equation (17) can be rewritten as: 
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The Lagrangian form of (15) can be written as 
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The dual problem is 
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According to the Woodbury’s formula [47] 
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where P = Wd
Φ[Wd

Φ
 + λWd
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the i-th row of K, K:j denote the j-th column of K, then the 
dual problem can be cast as 
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Once the solution α are obtained from the above 
convex optimization problem, we can get the hyperplane. 
The label of a new data point x ∈ Rn is determined as 

( )

( ) ( )

T

:
1 1

 

sgn Φ

sgn , , .
n n

i i i i i i
i i

Class

b

y y bα λ α
= =

 = + 
 = − + 
 
∑ ∑

x

ω x

K x x K PK X x

 (24) 

4. Experiments 
In this section, we conducted a series of experiments 

on both synthetic and real-world datasets. We compared 
the performance of the proposed CS-WSVM with standard 
SVM and some representative cost-sensitive methods, 
including BP-SVM and CS-SVM, as well as the well-
known resampling method SVM+SMOTE (Synthetic 
Minority Over-sampling Technique) [44] and 
SVM+ADASYN (Adaptive Synthetic) [48]. Many imbal-
anced datasets have been published in the field of imbal-
ance classification. We first evaluated the effectiveness of 
the proposed CS-WSVM on synthetic datasets as a toy 
example to illustrate the impact of introducing data distri-
bution information and cost-sensitive terms on clas-
sification. Then we evaluated the performance of these 
methods on benchmark UCI machine learning datasets [46] 
and KEEL datasets [45], respectively. Finally, we apply 
CS-WSVM to the radar emitter identification task, a typi-
cal IFF problem. All the experiments were carried out on 
a PC with a 3.50 GHz CPU and 48 GB RAM. 

4.1 Evaluation Matrix 
Traditionally, we use the accuracy and error rate to 

evaluate classifier performance. For a basic binary classifi-
cation problem, the confusion matrix is shown in Tab. 2. 
We define the minority class as the positive class and the 
majority class as the negative class.  
 

 Predicted positive Predicted negative 
Actual positive True positive (TP) False negative (FN) 
Actual negative False positive (FP) True negative (TN) 

Tab. 2. Confusion matrix of the binary classification problems. 

For imbalance classification problems, it is not rea-
sonable to evaluate the performance of a classifier only by 
using accuracy, so we adopt TNR, TPR, FPR, G-Mean, 
ROC curve, and AUC to measure the effectiveness of 
a classifier. These metrics of TNR, TPR, FPR, and G-Mean 
are defined as: 

 TNTNR
TN FP

=
+

, (25) 

 TPTPR
TP FN

=
+

,  (26) 

 FPFPR
TN FP

=
+

, (27) 

 -G Mean TPR TNR= × .  (28) 

Intuitively, TNR represents how many negative class 
samples are labeled correctly, namely, the majority class 
recognition accuracy. TPR measures the proportion of true 
positive samples correctly classified, that is, the minority 
class recognition accuracy. FPR indicates the proportion of 
all negative samples that are incorrectly predicted by the 
model, i.e., the false positive rate. G-Mean comprehensive-
ly considered the classification accuracy of the two types 
of samples. Compared with accuracy, G-Mean can effec-
tively measure the classifier's performance on imbalanced 
datasets. In general, the higher the value of G-Mean, the 
better the classifier's performance is considered. 

The ROC (Receiver Operating Characteristic) curve is 
the plot of the TPR against the FPR, and it is a perfor-
mance measurement for the classifiers at various threshold 
settings. Generally, the closer the ROC curve is to the 
upper left, the better the performance of the classifier. 
However, the ROC curve does not give a quantitative eval-
uation of the performance of the classifier, so researchers 
often use the AUC (Area Under the ROC Curve) to evalu-
ate the classifier’s performance. The larger the AUC value, 
the better the classifier’s performance. 

4.2 Experiments on Synthetic Dataset 
In this subsection, we conducted the experiment on 

three synthetic datasets, i.e., two Non-overlapped datasets 
and one Overlapped dataset with imbalance ratios of 1:5, 
1:20, and 1:5, respectively. The Non-overlapped dataset 
consists of two groups of randomly generated Gaussian 
distributions. The Overlapped dataset consists of four 
groups of randomly generated Gaussian distributions. 
Figure 2 and Figure 3 show the hyperplanes of SVM and 
CS-WSVM on Non-overlapped datasets with different 
imbalance ratios (Non-overlapped dataset1 and Non-
overlapped dataset2), respectively. Figure 6 shows the 
hyperplanes of SVM and CS-WSVM on the Overlapped 
dataset, where red * indicates negative samples (majority 
class), blue x indicates positive samples (minority class), 
and solid green lines indicate the classification hyperplane. 
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Fig. 2.  Classification result of SVM and CS-WSVM on the Non-overlapped dataset1 (Imbalance ratio = 1 : 5). (a) The discriminant boundary 
of SVM. (b) The discriminant boundary of CS-WSVM. 
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Fig. 3. Classification result of SVM and CS-WSVM on the Non-overlapped dataset2 (Imbalance ratio = 1 : 20). (a) The discriminant boundary 
of SVM. (b) The discriminant boundary of CS-WSVM. 
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Fig. 4. Classification result of SVM and CS-WSVM on Overlapped dataset (Imbalance ratio = 1 : 5). (a) The discriminant boundary of SVM. 
(b) The discriminant boundary of CS-WSVM. 
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As can be seen from Fig. 2 and Fig. 3, for the simple 
and separated Non-overlapped datasets, both SVM and CS-
WSVM can obtain an optimal hyperplane, and the increase 
of the imbalance ratio has little effect on the decision 
boundary. This indicates that the class imbalance is not the 
only factor that weakens the classification performance. 

From Fig. 4, we can see that the boundary is unwill-
ingly skewing to the minority class samples due to the lack 
of minority class samples, resulting in a large number of 
minority class samples being misclassified. This is because 
SVM is accuracy-oriented, and it is optimized by reducing 
the overall error rate during the training process, so it must 
ensure the majority classes are correctly classified. In con-
trast, thanks to capturing the distance information between 
the two distributions, and assigning different weights to 
different samples, our CS-WSVM can obtain a more rea-
sonable hyperplane while ensuring the minority class sam-
ples are correctly classified. 

4.3 Experiments on Real-World Classification 
Problems 

A. UCI Dataset 
In the real-world problems, a total of 18 UCI bal-

anced and imbalanced datasets are used to evaluate the 
performance of our CS-WSVM. For each dataset, we ran

domly split the samples by 50% for training and 50% for 
testing, and this process is repeated ten times to achieve 
a more stable result. In the linear case, for SVM and SVM-
SMOTE, the parameter C is selected from the set 
[10−3,…,103]. For BP-SVM and CS-SVM, we define 
co+ = pco–, where co+ and co– are penalty parameters for 
the positive and negative samples, respectively. For CS-
WSVM, we define  

{ }regular samples ,ico co i−= ∈  

( )
1 well-classified samples ,

log 2ico co i
p −

  = ∈ 
+  

  

{ }hard-classified samplesico pco i−= ∈   

and, co– is selected from the set [10−3,…,103], the parame-
ter p is selected from the set [1,1.5,2,…,8], the regulariza-
tion parameter of CS-WSVM is selected from the set 
[2−8,…,28]. In the nonlinear case, the RBF kernel 

( ) 2

2

1, exp
2i j i jK
σ

 = − − 
 

x x x x  will be used for all SVM 

algorithms. The width of the RBF kernel is selected from 
the set [2−8,…,28]. We compared the G-Mean of all the 
algorithms. The G-Mean results with a linear kernel and 
the G-Mean result with an RBF kernel are illustrated in 
Tab. 3 and Tab. 4, respectively. The box plots of all classi-
fiers are presented in Fig. 5. 

 
 

Dataset Ratio SVM BP-SVM CS-SVM SVM-
SMOTE 

SVM-
ADASYN CS-WSVM 

Sonar 1.14 76.68±3.55 76.68±3.55 76.19±3.45 75.48±3.41 76.81±2.68 76.91±4.19 

Breast 2.42 55.98±4.74 63.95±4.12 67.11±3.16 67.64±3.55 67.63±1.74 69.19±2.54 

Cryotherapy 1.14 83.18±4.09 87.60±4.09 88.05±6.26 85.33±5.86 86.55±6.36 89.27±4.24 

Fertility 7.33 30.08±27.04 48.66±13.32 49.59±7.38 48.31±19.81 57.14±6.48 57.58±10.17 

Wdbc 1.68 95.48±1.03 95.78±1.66 95.73±10.9 95.56±1.15 95.42±1.34 95.01±0.94 

Ionosphere 1.78 83.44±1.73 83.99±2.22 84.13±2.35 84.99±1.98 84.21±2.19 85.55±2.17 

Hepatitis 5.15 69.10±11.69 69.51±11.83 72.96±7.60 72.37±9.52 72.55±6.83 75.69±10.68 

Spectf 3.85 65.07±7.38 69.06±7.04 75.83±2.43 71.12±3.75 70.64±3.58 76.82±1.96 

Pima 1.86 72.69±3.08 72.69±3.08 72.69±2.96 74.05±2.34 74.36±2.22 74.40±1.38 

Heart 1.18 82.99±2.50 82.99±2.50 82.99±2.50 81.25±3.07 81.85±3.02 83.44±2.84 

Liver 1.38 66.78±2.67 67.05±2.94 66.65±2.68 64.44±2.75 67.17±2.71 67.42±2.87 

Bupa 1.38 66.21±2.63 66.21±2.63 65.60±3.11 62.41±4.01 66.07±3.90 66.02±3.27 

Monk2 1.92 0 43.94±3.75 50.27±3.36 57.15±3.87 53.31±3.38 54.12±19.27 

Haberman 2.78 32.03±27.80 55.75±3.22 61.37±4.07 59.97±4.03 59.96±4.67 62.48±5.06 

Bcc 1.23 71.21±7.67 72.57±6.00 72.64±5.13 72.95±3.87 72.54±6.71 73.81±6.87 

Wpbc 3.21 63.38±4.22 65.31±8.23 65.24±6.11 66.58±5.57 66.51±5.26 65.67±7.11 

Planning 2.5 25.19±14.86 41.29±7.72 36.85±6.22 44.11±6.13 44.85±6.47 43.09±6.32 

Vote 1.59 94.41±1.21 95.05±1.49 94.48±1.55 94.78±1.03 95.12±1.00 95.24±1.03 

Tab. 3.  G-Mean (mean±std.) comparison with linear kernel. The bold value indicates the best G-Mean on each dataset. 
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Dataset Ratio SVM BP-SVM CS-SVM SVM-
SMOTE 

SVM-
ADASYN CS-WSVM 

Sonar 1.14 87.56±2.51 87.56±2.51 87.11±2.50 86.72±1.82 87.56±2.51 85.48±1.62 

Breast 2.42 27.60±4.65 63.70±5.21 63.97±4.76 68.56±2.10 68.11±2.22 69.77±2.35 

Cryotherapy 1.14 84.00±4.29 86.01±4.89 85.33±6.16 84.70±4.69 86.24±4.01 88.90±5.24 

Fertility 7.33 5.77±18.26 47.82±19.23 33.82±19.63 44.93±20.03 56.27±5.93 58.36±8.20 

Wdbc 1.68 94.22±1.42 94.22±1.42 94.33±0.93 93.56±1.13 93.86±0.98 93.70±1.50 

Ionosphere 1.78 94.65±1.62 94.62±1.63 94.83±1.54 94.17±1.21 94.38±1.47 95.05±1.02 

Hepatitis 5.15 68.37±10.89 69.05±12.66 63.57±13.44 68.07±18.62 68.68±12.93 75.47±8.55 

Spectf 3.85 53.34±12.67 69.22±5.68 75.58±3.41 72.77±3.11 76.66±3.35 77.63±2.71 

Pima 1.86 72.32±2.39 72.57±2.03 73.17±2.19 74.16±2.65 74.68±2.14 74.68±3.27 

Heart 1.18 83.09±2.56 83.09±2.56 83.38±1.74 81.61±2.98 82.62±2.31 83.44±3.17 

Liver 1.38 69.95±3.11 69.95±3.11 70.42±3.17 69.00±4.05 69.84±3.18 70.59±4.12 

Bupa 1.38 69.70±2.31 69.97±2.56 70.42±2.96 69.65±2.31 70.62±2.13 70.36±2.99 

Monk2 1.92 89.92±5.89 92.65±6.30 92.59±2.04 92.28±6.96 91.62±2.48 87.75±6.76 

Haberman 2.78 47.56±3.22 58.66±3.48 56.87±2.91 63.19±4.69 63.74±4.00 64.38±4.22 

Bcc 1.23 68.60±5.01 68.59±4.99 67.00±8.38 67.19±6.03 66.54±6.08 69.15±4.66 

Wpbc 3.21 63.78±6.21 64.39±6.03 61.65±5.83 62.23±6.78 67.17±4.13 67.93±6.39 

Planning 2.5 48.55±4.69 49.11±5.11 46.53±4.35 46.74±5.01 46.28±6.79 52.05±4.63 

Vote 1.59 95.01±1.02 95.23±0.99 94.92±1.10 95.14±0.94 95.24±0.63 95.40±0.59 

Tab. 4. G-Mean (mean±std.) comparison with RBF kernel. The bold value indicates the best G-Mean on each dataset. 
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(a)                                                                                                             (b) 

Fig. 5. The box plots for all classifiers on UCI Dataset. (a) Linear kernel. (b) RBF kernel. 

From the results, we can draw the following 
conclusions: 

(1) It can be seen from the experimental results that 
the imbalanced data distribution will affect the perfor-
mance of the classifier, and the imbalanced classification 
method can effectively improve the performance of the 
classifier. As the improved algorithms of SVM, BP-SVM, 
CS-SVM, and CS-WSVM are devoted to modifying SVM 
in order to achieve cost-sensitivity, SVM-SMOTE adopts 

the over-sampling technique to deal with imbalanced da-
tasets. However, the proposed CS-WSVM performs better 
than other methods on most datasets.  

(2) For balanced datasets, due to the consideration of 
data distribution information, CS-WSVM can obtain better 
results than other methods. According to the well-known 
“No Free Lunch” Theorem, introducing data distribution 
information can indeed improve the classifier performance. 
The outstanding performance of CS-WSVM on balanced 
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datasets further validates the necessity of distribution in-
formation for the classifier design. 

(3) For the three cost-sensitive methods, BP-SVM in-
troduces different penalty parameters C+ and C− for the 
positive and negative samples during training, CS-SVM 
extends the SVM hinge loss to optimize the classifier with 
respect to class imbalance or class cost, CS-WSVM not 
only considers the data underlying structure information 
but also assigns different penalty parameters to different 
samples, so CS-WSVM is better than other methods in 
most cases. Specifically, for the linear case, CS-WSVM 
performs significantly better than SVM, BP-SVM, CS-
SVM, and SVM-SMOTE on Breast, Cryotherapy, Fertility, 
and Hepatitis datasets. For kernel cases, CS-WSVM con-
sistently outperforms other imbalanced classification ap-
proaches considerably on the Cryotherapy, Fertility, Hepa-
titis, Spectf, Wpbc, and Planning datasets. 

B. KEEL Dataset 

To further validate the effectiveness of our CS-
WSVM, we conducted an experiment on the KEEL imbal-
anced dataset. KEEL (Knowledge Extraction Based on 

Evolutionary Learning) is an open-source Java software 
tool that can be used for a large number of different 
knowledge data discovery tasks. It contains a wide variety 
of classical knowledge extraction algorithms, prepro-
cessing techniques, computational intelligence-based learn-
ing algorithms, hybrid models, statistical methodologies for 
contrasting experiments, and so forth. It provides a series 
of imbalanced datasets for classification. The experiments 
were conducted on 11 KEEL datasets. All the imbalance 
ratios of these datasets are higher than 5, with the highest 
up to 72.69. 

Table 5 and Figure 6(a) illustrate the G-Mean results 
and box plots for all compared methods with linear kernels, 
respectively. As far as the results are concerned, CS-
WSVM outperforms other methods on most of the datasets, 
especially on the highly imbalanced dataset. It weights the 
positive and negative samples based on the distribution 
information, thus reducing the bias of well-classified clas-
ses, and ultimately reducing the impact of data imbalance 
on the classifier. This shows that, benefiting from the con-
sideration of the data distribution information and the cost-
sensitive term, CS-WVSM can handle the imbalanced 
problem more effectively, improving performance. 

 
 
 

Dataset Ratio SVM BP-SVM CS-SVM SVM-
SMOTE 

SVM-
ADASYN CS-WSVM 

Ecoli2 5.46 83.21±4.58 87.42±4.06 89.92±1.87 89.93±1.83 88.47±1.41 89.25±2.43 

Ecoli4 15.8 94.84±3.35 93.94±3.941 93.31±4.30 93.63±4.13 93.20±1.41 95.63±1.94 

Glass4 15.47 78.95±8.58 84.95±10.08 84.95±10.08 81.70±7.80 89.13±7.04 90.51±3.21 

Yeast3 8.1 86.10±2.20 88.13±0.94 89.82±1.71 89.73±0.76 90.55±1.29 90.59±0.83 

Yeast2vs4 9.08 84.66±4.84 86.59±3.50 87.32±3.75 88.41±3.32 87.75±2.70 88.51±3.79 

Segment0 6.02 99.45±0.26 99.65±0.35 99.43±0.39 99.63±0.39 99.61±0.45 99.68±0.25 

Vowel0 9.98 91.56±2.07 92.15±3.55 90.28±2.22 92.60±2.20 95.70±1.82 93.64±1.87 

New_thyroid2 5.14 95.67±3.24 97.00±2.40 95.41±2.73 97.76±2.05 97.82±2.42 97.26±1.51 

Yeast6 41.4 11.48±24.25 78.78±6.63 87.63±2.98 81.34±4.77 87.68±2.43 88.74±2.79 

winequality-red-3_vs_5 68.1 33.51±25.02 48.85±19.33 44.61±24.95 42.31±24.58 61.55±9.74 69.30±13.40 

Abalone20vs8_9_10 72.69 49.22±28.15 82.86±10.25 68.95±12.08 83.91±8.21 91.48±3.90 91.51±5.55 

Tab. 5. G-Mean (mean±std.) comparison with linear kernel. The bold value indicates the best G-Mean on each dataset. 
 
 

Dataset Ratio SVM BP-SVM CS-SVM SVM-
SMOTE 

SVM-
ADASYN CS-WSVM 

Data1 5.46 68.32±3.12 70.96±4.93 72.50±3.67 76.29±5.47 77.05±5.40 78.83±3.38 

Data2 15.8 60.41±8.82 65.43±5.12 75.59±4.41 72.85±5.15 71.90±7.22 78.21±1.44 

Data3 15.47 51.70±14.03 58.37±10.85 81.71±5.48 66.90±16.90 81.35±4.94 84.84±2.27 

Data4 8.1 64.54±13.65 72.00±8.76 85.03±5.34 84.56±5.39 85.40±3.80 89.20±3.67 

Tab. 6. G-Mean (mean±std.) comparison with linear kernel. The bold value indicates the best G-Mean on each dataset. 
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(a)                                                                                                            (b) 

Fig. 6. The box plots for all classifiers on KEEL and Radar Emitter Signal Datasets. (a) KEEL Dataset. (b) Radar Emitter Signal Dataset. 

C. Radar Emitter Signal Dataset 

In order to test the effectiveness of our CS-WSVM in 
realistic applications, we also apply our method to specific 
emitter identification (SEI), a typical IFF problem, which 
plays an important role in modern electronic warfare. We 
adopted four radar emitter signal datasets (denoted as Da-
ta1, Data2, Data3, and Data4, respectively) to verify the 
effectiveness of the proposed algorithm.  

The G-Mean results and box plots of CS-WSVM and 
other methods are presented in Tab. 6 and Fig. 6(b), re-
spectively. As can be seen, BP-SVM, CS-SVM, SVM-
SMOTE, and CS-WSVM all beat SVM by a considerable 

margin on the overall datasets. The performance of CS-
WSVM is significantly better when the imbalance is more 
extreme.  

Figure 7 shows the TPR and TNR results of CS-SVM 
and CS-WSVM on the radar emitter signal datasets. Com-
paring CS-SVM and CS-WSVM, due to capturing the data 
distribution information and considering the class separa-
bility, CS-WSVM obtains a more reasonable TPR and 
TNR than CS-SVM. It also shows that the introduction of 
prior knowledge can improve the classifier's performance. 
The outstanding performance of CS-WSVM further vali-
dates the necessity of distribution information as prior 
knowledge for the classifier design.
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Fig. 7. TPR and TNR compared between CS-SVM and CS-WSVM on radar Emitter Signal Dataset. (a) Data1, (b) Data2, (c) Data3, (d) Data4. 
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The ROC curves of the different methods for Data1 
and Data2 are given in Fig. 8, and the corresponding AUC 
values for each method are given in Tab. 8. The results 
show that our CS-WSVM has the largest area under the 
curve and has the best classification performance in the 
region with a low false positive rate (FPR). 

The imbalanced ratio-performance curves for all clas-
sifiers on radar emitter signal datasets are depicted in Fig. 9. 
As can be seen from the figure, the performance of the 
classifier does not simply decrease with the growth of the 
imbalanced ratio. As we discuss in this manuscript, the 
imbalance is not the only reason affecting the classification 
performance, but it is also strongly related to the distribu-

tion characteristics of the dataset itself. As shown in 
Fig. 10, although Data4 has the highest imbalanced ratio, it 
has the best classification results due to its simple and 
separable data distribution. 

Finally, we compared the training times of the 
different methods with a linear kernel on the radar emitter 
signal dataset, and the experimental result is presented in 
Tab. 8. We can see that, since CS-WVM involves 
clustering and the calculation of Wasserstein distance, it 
takes the longest training time, which is the shortcoming of 
this method at present. How to improve the running time of 
CS-WSVM is an important issue that we need to consider 
in the future. 
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Fig. 8. The ROC curves of the Radar Emitter Signal Dataset: (a) Data1, (b) Data2. 

 

Datasets Ratio SVM BP-SVM CS-SVM SVM-
SMOTE 

SVM-
ADASYN CS-WSVM 

Data1 7.00 0.8598 0.9245 0.9010 0.9064 0.9331 0.9540 

Data2 11.82 0.8381 0.8720 0.8327 0.8744 0.8682 0.8860 

Tab. 7. The AUC value of the different methods on the Radar Emitter Signal Dataset. 
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Fig. 9. The ratio-performance curves for all classifiers on Radar Emitter Signal Dataset. 
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(a)                                                                        (b)                                                                         (c)  

Fig. 10. The T-SNE visualization of Radar Emitter Signal Dataset: (a) Data1(IR = 7.00), (b) Data2 (IR = 11.82), (c) Data4 (IR = 19.27). 
 

Datasets Ratio SVM BP-SVM CS-SVM SVM-
SMOTE 

SVM-
ADASYN CS-WSVM 

Data1 7.00 0.0216 0.0240 0.0269 0.0268 0.1377 0.6774 

Data2 11.82 0.0214 0.0198 0.0272 0.0384 0.1095 1.1272 

Data3 19.27 0.0179 0.0192 0.0280 0.0248 0.0928 0.6527 

Data4 19.27 0.0235 0.0218 0.0188 0.0318 0.0945 0.7037 

Tab. 8. The training times of the different methods with liner kernel on the Radar Emitter Signal Dataset. 

4.4 Discussion 
Experiments conducted on two-dimensional synthetic 

datasets show that the classification difficulty of imbal-
anced data does not depend entirely on its degree of imbal-
ance. The classifier can obtain a good classification result 
for a simple and separated dataset despite the significant 
difference in the number of samples between the two clas-
ses. It is evident that the class imbalance is only a superfi-
cial feature of the data and is not the primary reason that 
weakens the classifier's performance. However, the inher-
ent structural features of the data set are the key factors that 
affect the classification. Therefore, for the classification 
problem of imbalanced data, it is more important to design 
a reasonable scheme for the specific problem from the 
inherent structural characteristics of the dataset. 

The experiments on real-world datasets show that the 
proposed CS-WSVM can effectively classify imbalanced 
datasets, especially those with complex structures, and it 
can also obtain better classification results than the conven-
tional SVM for balanced datasets. 

5. Conclusion 
In this paper, a novel cost-sensitive approach for im-

balanced classification task is proposed. Unlike the exist-
ing cost-sensitive SVM, the proposed method incorporates 
prior structural information and cost-sensitive strategy, 
thus generalizing the SVM in a cost-sensitive framework 
while considering the underlying data structural infor-
mation. Specifically, a new distance is imported to model 
the distribution of positive and negative samples, and the 
dataset is divided into well-classified samples, hard-

classified samples, and regular samples according to this 
distance. Then the model can assign different misclassifica-
tion costs to the different types of samples that we defined 
above. In addition, the structural information is also intro-
duced into the standard SVM object function in the form of 
regular terms. We conducted extensive experiments on 
UCI benchmark datasets and a series of real-world tasks. 
The experimental results show that the proposed CS-
WSVM significantly improves the performance over the 
standard SVM, especially for the highly imbalanced dataset. 
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Appendix A: Hierarchical Clustering 
Hierarchical clustering attempts to partition datasets 

at different levels, then build a tree which all the leaves 
correspond to the given data point. The partitioning strate-
gies are generally divided into bottom-up and top-down 
methods. The former considers each individual sample as 
a cluster and then merges the two closest clusters into one 

cluster. The key problem is how to calculate the distance 
between clusters. Here we use the ward’s linkage distance. 

Concretely, for clusters S and T, their ward’s linkage 
can be calculated as  
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where μS and μT are the means of cluster S and T, 
respectively. 

Initially, we define each sample is a cluster, the dis-
tance of xi and xj is W(xi, xj) = xi – xj

2/2, we merge the 
two closest samples into a single cluster, then compute 
distances between the new cluster and each of the old clus-
ters, repeat this process until all samples are clustered into 
a single cluster. 

When two clusters S and T are being merged to a new 
cluster Y, the distance between Y and the other old cluster Z 
can be derived from ( , )S TW , ( , )S ZW , and ( , )T ZW  by  
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In the kernel space, the ward's linkage clustering is 
still applicable. The ward's linkage between Φ(xi) and Φ(xj) 
can be calculated by  
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However, due to the higher dimensions, Φ cannot be 
accurately represented, we need to define Φ as a dot 
product form: K = Φ(X)T Φ(X). The W(Φ(xi),Φ(xj)) can be 
rewritten as  
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When two clusters Sφ and Tφ are being merged to 
a new cluster Yφ, the distance between Yφ and the other old 
cluster Zφ can be calculated by  
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Appendix B: Datasets 
In this paper, we conducted a series of experiments on 

three real-world datasets, including UCI machine datasets, 
KEEL datasets and radar emitter signal datasets. The de-
tails about each dataset are presented in Tab. B.1, Tab. B.2, 
Tab. B.3, respectively. 
 

Dataset Feature Negative Positive Ratio 

Sonar 60 111 97 1.14 

Breast 9 196 81 2.42 

Cryotherapy 6 48 42 1.14 

Fertility 9 88 12 7.33 

Wdbc 30 357 212 1.68 

Ionosphere 34 225 126 1.78 

Hepatitis 19 67 13 5.15 

Spectf 44 212 55 3.85 

Pima 8 500 268 1.86 

Heart 13 164 139 1.18 

Liver 6 200 145 1.38 

Bupa 6 200 145 1.38 

Monk2 6 395 206 1.92 

Haberman 3 225 81 2.78 

Bcc 9 64 52 1.23 

Wpbc 33 151 47 3.21 

Planning 12 130 52 2.5 

Vote 16 267 168 1.59 

Tab. B.1.  Attributes of the UCI datasets. Feature is the number 
of features. Negative is the number of negative 
samples. Positive is the number of positive samples. 
Ratio is the class imbalance ratio. 

 

Dataset Feature Negative Positive Ratio 

Ecoli2 7 284 52 5.46 

Ecoli4 7 316 20 15.8 

Glass4 9 201 13 15.47 

Yeast3 8 1321 163 8.1 

Yeast2vs4 8 463 51 9.08 

Segment0 19 1979 329 6.02 

Vowel0 13 898 90 9.98 

New_thyroid2 5 180 35 5.14 

Yeast6 8 1449 35 41.4 

winequality-red-
3_vs_5 11 681 10 68.1 

Abalone20vs8_9_10 7 1890 26 72.69 

Tab. B.2.  Attributes of the KEEL datasets. Feature is the 
number of features. Negative is the number of 
negative samples. Positive is the number of positive 
samples. Ratio is the class imbalance ratio. 

 

Dataset Feature Negative Positive Ratio 

Data1 125 532 76 5.46 

Data2 125 532 45 15.8 

Data3 50 578 30 15.47 

Data4 125 578 30 8.1 

Tab. B.3.  Attributes of the Radar Emitter Signal datasets. 
Feature is the number of features. Negative is the 
number of negative samples. Positive is the number of 
positive samples. Ratio is the class imbalance ratio. 
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