Energy-Efficient Path Construction for Data Gathering Using Mobile Data Collectors in Wireless Sensor Networks
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Abstract. Energy is seen as a significant factor in wireless sensor networks (WSNs). It is a challenge to balance between battery lifetime of the different sensors and network lifetime. The main contribution of the proposed approach is to decrease the energy consumption of each sensor node, overcome unbalanced energy usage among sensor nodes, reduce the data gathering time and enhance the network lifetime. To achieve these goals, we combine the Hierarchical Agglomerative algorithm and an optimal path selection method. First, the suitable cluster heads (CHs) are elected based on the Euclidean distance and the residual energy of each sensor node. Then, the base station is situated at the center of the field, which will be partitioned into equal sub-areas, one for every mobile data collector (MDC). Second, the Kruskal algorithm is used to create an optimal data gathering path from each subset of elected cluster heads. Finally, each mobile data collector travels the optimal path to collect the data from the set of cluster heads of each subarea and returns periodically to the base station to upload gathered data. Computer simulation proves that the proposed approach outperforms existing ones in terms of data gathering time, residual energy and network lifetime.
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1. Introduction

The development of WSNs plays several roles in numerous aspects of human life, such as military surveillance, underwater monitoring, air traffic control, volcanic eruption, medical care, and so on [1], [2].

They have termed ad hoc networks [2]. Sensor nodes are distributed in a specific environment with limited power, processing, and compute resources [3]. Sensor nodes aim to capture, process, and forward information from the source nodes to their requested destination, also known as sink nodes [4]. In most cases, WSNs consist of static nodes that forward the captured information towards one base station (BS) through direct or more than one hop after each event occurrence [5].

Clustering [6] is an effective method to overcome the imbalance in power consumption in WSN. According to the existing research, there are two approaches for CHs selection in WSN. In the self-organization technique [7], sensor nodes make their own decision and set up their status to become a normal node or a CH node. In the second approach, the base station performs the election of the suitable CHs and the formation of the clusters. Every round, each node transmits its residual energy and location information to BS. Then, the BS evaluates the probabilities of every sensor node to be CH and announces to nodes concerning their new status (CH or cluster member).

Recently, several researchers have demonstrated the efficiency of MDCs for data gathering and energy conservation in WSNs [8], [9]. Beginning from the BS and visiting the area of interest, MDC collects data from polling points (PPs) and forwards it to the BS. This mission has benefits such as minimizing data collection time, conserving energy and extending network lifetime.

An MDC is a mobile device that contains a rechargeable battery, GPS devices, long range transceivers, and large memory units that traverses the network to gather data [9]. Cluster heads save the received information and transmit them to the MDC when this device draws near its area. Thus, the energy consumption of each node or cluster head effectively decreases. Periodically MDC returns to BS to upload the gathered data and prepare for the upcoming travel [10], [11].

The main objective is that the previous approaches aim to minimize the energy consumption and optimize the network lifetime. However, most of them do not contemplate the trajectory cost between data gathering points or utilize
one MDC to collect data from large-scale networks. Also, these approaches do not reduce energy consumption and data gathering time efficiently.

We propose a WSN that includes $n$ nodes in the area. Every node has location information obtained during the network deployment time. The appropriate cluster heads (CHs) send their aggregated data when MDC visits them.

The MDC starts the tour from BS to appropriate CHs to gather information in a single hop at sufficient sojourn time. It moves along a predefined trajectory with a constant speed $v$. The MDC could have different planning trajectories: the static [29] and the dynamic path [6]. In the static approach, the path is established before the data collection phase from the elected cluster heads. However, in the second case, the MDC might modify its path throughout its travel. It needs high computational complexity. In our proposed approach, the MDC travels a predefined static path which is constructed by the Kruskal algorithm.

During each round, the Hierarchical Agglomerative Clustering algorithm (HAC) is employed for choosing suitable CHs. It allows to decrease intra-cluster communications since the number of information exchanged to obtain the optimal clustering is reduced and gain energy efficiency for sensor nodes. The Kruskal algorithm is utilized to obtain the optimal path for each MDC to conserve energy, overcome the imbalance in energy consumption of the network and minimize the data gathering time.

Our contribution could be briefed as follows:

- Propose a clustering algorithm to find the suitable CHs and form clusters, based on the residual energy and the distance between sensor nodes;
- Divide the network area into equal subarea;
- Employ the Kruskal algorithm to construct an optimal data collection path for MDCs.

The paper is organized as follows. Related works are discussed in Sec. 2. An energy model is presented in Sec. 3. The proposed approach is presented in Sec. 4. Computer simulations are described in Sec. 5. In the end, the conclusion and future works are defined in Sec. 6.

2. Related Works

Recently, various data gathering approaches are introduced for energy optimization to improve the operation time of the entire network and decrease power consumption using MDCs. To save maximum energy, one or more mobile data collectors can be used to collect data from CHs within a specific time limit [12], [13]. The mobility aims to reduce the energy dissipation over the data transmission of sensor nodes that helps to enhance the network lifetime [14], [15]. We distinguish two categories of mobility: random and controlled [16].

In some works, the controlled mobility of MDC is calculated [17]. In [18], the authors estimate the MDC’s path in WSN based on the priority ordered dependent nonparametric trees. The dominant node is a node that can be selected as a CH and is computed based on the packet collision index.

In [17], the authors present a matching game-based data collection algorithm with MDCs, which chooses specific CHs to visit based on the distances. The network is partitioned into numerous clusters for multiple MDCs. The trajectory is estimated using mathematical equations based on the position of CHs. The advantage of this approach is reducing the data gathering delay. However, the number of MDCs is high. Every MDC visits a CH to collect data.

In [20], the authors propose a learning automata approach. In this approach, the network is partitioned into four logical partitions. It conducts the MDC towards each logical partition in a constant period. The trajectory is computed based on MDC’s learning automata. On the other hand, random mobility presents several benefits such as simplicity and facility of implementation [21]. However, data collecting latency extended and the MDC’s capacity is depressed.

In [22], the authors present a residual Energy Aware Mobile Data Collection Scheme in Wireless Sensor Networks (REAMDC). This approach aims to combine multi-hop sensor nodes and mobile data collector. Firstly, spectral clustering is used [16]; then, the suitable node is selected to be the center of each cluster in the network according to two factors: the number and the residual energy of its neighbors [22]. Secondly, the authors select a greedy strategy to discover which cluster should be subdivided to divide the large cluster into tiny clusters. Finally, a data relay tree is constructed based on the residual energy to balance the energy consumption. In every round, the trajectory of MDC is changed. Therefore, the network lifetime can be enhanced. However, the clustering algorithm cannot be employed in large-scale networks. Also, one MDC is not sufficient to prolong the network lifetime efficiently.

In [23], the authors propose an optimal data gathering method for MDC. They employ the $k$-means algorithm to form clusters and find optimal CHs. Euler cycle and Hamilton cycle are proposed to discover the MDC’s data collection path [24]. However, this approach does not reduce the network lifetime efficiently and maximizes the data gathering trajectory. The MDC will travel a long path to gather data from an important number of elected cluster heads.

In [25], the authors adopt an efficient routing protocol for data transmission in WSNs based on Fog Computing. This approach aims to forward data from normal sensor nodes to the data center through fog nodes. Also, it proposes an ant colony algorithm [26] to find the optimal path to transmit data from sensor nodes. However, in the case of the high number of nodes, the approach was not practical due to the significant computational complexity. Also, the sensor nodes display no uniform energy depletion, which influences the lifetime of the WSN.

In [27], the authors present an Energy Aware Path Construction algorithm (EAPC). This approach estimates the performance of each node using two parameters: the distance and the neighbor’s weight. It contains the following...
stages. Firstly, a minimum spanning tree is found and rooted at the BS. Secondly, the EAPC algorithm selects the data collection points (CPs) and constructs the optimal path. Finally, the MDC travels the path and gathers the data from high burdened CPs. However, the CPs exhibit no uniform energy depletion, which minimizes the network lifetime.

In this study, we propose a clustering approach using MDCs in WSNs. This approach proposes a HAC algorithm that selects the suitable cluster heads considering several parameters like residual energy and the distance between nodes in a single-hop context. The HAC algorithm aims to manage the energy consumption of each sensor node and minimize intra-cluster communications. We gain compared to the intra-cluster communications because the number of information exchanges to obtain the optimal clustering is reduced which explains the gain in energy of the sensors. Also, an optimal path selection method is proposed to construct the shortest data collection path for each MDC to decrease the packet delay time.

3. Power Analysis

The energy of sensor nodes is almost entirely consumed while transmitting, receiving packets, and processing data. The energy model used is the same one used in [28], which defines the following possibilities: free and multipath space. The quantity of energy depleted for forwarding and receiving k-bit packets is given respectively by (1), (2):

\[
E_{\text{tx}}(k, d) = \begin{cases} E_{\text{elec}} \cdot k + E_{\text{fs}} \cdot k \cdot d^2, & d < d_0, \\ E_{\text{elec}} \cdot k + E_{\text{amp}} \cdot k \cdot d^2, & d \geq d_0, \end{cases}
\]

(1)

\[
E_{\text{rx}}(k) = E_{\text{elec}} \cdot k
\]

(2)

where \(d\) is the distance between a sending node and a receiving node. \(E_{\text{elec}}\) is the power necessary for sending one bit and \(E_{\text{rx}}\) is the energy usage to receive data. \(E_{\text{fs}}\) and \(E_{\text{amp}}\) are the amplified power in the radio model. \(d_0\) is the threshold obtained using (3):

\[
d_0 = \frac{E_{\text{fs}}}{E_{\text{amp}}}. \quad (3)
\]

In one round, the elected CH (the center of each cluster) drains a significant amount of energy compared to the other cluster members due to receiving data from it and transmitting it to MDC. CH’s energy \(E_{\text{CH}}\) can be estimated as (4):

\[
E_{\text{CH}} = E_{\text{NtoCH}} + E_{\text{CHtoMDC}}, \quad (4)
\]

\[
E_{\text{NtoCH}} = n \cdot E_{\text{RX}}(k), \quad (5)
\]

\[
E_{\text{CHtoMDC}} = m \cdot \left( E_{\text{RX}}(k) + E_{\text{amp}} \cdot k \cdot d_0^2 \right) \quad (6)
\]

where \(n\) is the number of cluster member (non-CH sensors) in one cluster. \(E_{\text{NtoCH}}\) represents the CH’s energy to collect transmitted data from cluster members. \(m\) is the number of member nodes in one cluster. \(d_{\text{CHtoMDC}}\) represents the distance between the CH and the MDC. \(E_{\text{CHtoMDC}}\) represents the CH’s energy to forward data from cluster members to MDC.

4. Steps of the Proposed Approach

The principal stages of our work are as follows:

- Elect suitable CHs and form clusters,
- Dividing network environment into equal subareas,
- Construct optimal path.

The first objective is to manage energy efficiency in WSN and reduce the data gathering time. To reach this goal, we suggest the HAC algorithm [31]. Then, we try to construct an optimal path rooted at BS to transmit the aggregated data via MDC.

4.1 Decision of Optimal Visiting Points and Clusters Forming Phase

The most critical challenge in WSN is to balance the consumed energy by each sensor node in the network. The HAC algorithm is proposed (Algorithm 1). It divides the network into clusters based on Euclidean distances between nodes and residual energy. Also, it aims to elect CHs for each cluster. In each round, we acquire a new subset of CHs and a new traveling path.

The proposed algorithm is presented as follows:

**Initial Clustering:** For the first iteration, the network is partitioned into a predefined number of \(k\) clusters. Each cluster contains a several number of sensor nodes. The base station (BS) is aware of the location information of each node in the network. In this step, the HAC algorithm selects the closest node to the BS of each cluster as CH based on the minimum distance estimated \(\min(d_i)\) (Fig. 1).

The node selected as CH could be modified after the reclustering and choosing the CH phase. After the election of the suitable CHs, the optimal path will be constructed. \(d_i\) presents the distance between node \(i\) and BS.

In two-dimensional space, the distance \(d_i\) is calculated as follows (7):

\[
d_i = \sqrt{(x_i - x_{\text{gs}})^2 + (y_i - y_{\text{gs}})^2}. \quad (7)
\]

**Reclustering:** After the association of all sensors to the \(k\) clusters, the center point \((x_{\text{center}}, y_{\text{center}})\) is calculated by the following formula (8), (9) with:

\[
x_{\text{center}} = \frac{1}{\sum_{i} s} \sum_{i} E_i \cdot \sum_{j=1}^{s} x_j, \quad (8)
\]

\[
y_{\text{center}} = \frac{1}{\sum_{i} s} \sum_{i} E_i \cdot \sum_{j=1}^{s} y_j. \quad (9)
\]

The center point is a virtual node located at the center of the cluster in the first iteration.
1: Inputs: $S = \{S_1, S_2, \ldots, S_n\}$ – set of sensor nodes with location $(x_i, y_i)$.

2: Outputs: $C = \{C_1, C_2, \ldots, C_k\}$ – clusters with CHs.

$m$: $S \rightarrow C$ – set of sensor nodes for each cluster.

3: Iteration:

4: function HAC {
5:   set $C$ to initial value ($k \leq S$) – the center is the nearest node of the base station (BS)
6:   for each $S_n$ in $S$
7:     $m(S_n) = \text{minDistance}(S_i, C_k)$ – minimum distance between node and cluster center.
8:   }
9:   while $m$ has been modified {
10:     for each $j$ in $\{1 \ldots k\}$ {
11:       recalculate the cluster center
12:     }
13:   for each $S_n$ in $S$
14:     $m(S_n) = \text{minDistance}(S_i, C_k)$
15: }
16: return $C$
17: }
18:}

Algorithm 1. CHs election and cluster formation.

As the algorithm progresses, the center point converges to the node with the largest residual energy. The CH is still the nearest node to the center point with the highest residual energy. That prolongs the life of every node and facilitates communication between nodes and CH (Fig. 2).

Choosing the CH: Finally, the node closest to the center point $(x_{\text{center}}, y_{\text{center}})$ is selected as the new CH. For that, we estimate the Euclidean distance between the nodes of every cluster and the novel center point based on (10):

$$d_i = \sqrt{(x_i - x_{\text{center}})^2 + (y_i - y_{\text{center}})^2}.$$  \hspace{1cm} (10)

After the cluster formation, an ID number is attributed to every cluster member according to the distance to the center point (Fig. 3). The smallest number is assigned to the closest one. In every round, the residual energy of each CH is inspected to maintain network connectivity. The current CH power is compared with the preset threshold value. If it is less than the threshold, the node in the next ID order is nominated as a novel CH. In this case, the new CH reports other nodes of the updated roles in the cluster (Algorithm 2).

The data transmission: The proposed algorithm assumes a single hop routing protocol for the CH to send the gathering data to the MDC at a specific time, which will handle collecting them to the base station (BS).

4.2 Partitioning the Network Environment and MDCs’s Path Construction Phase

Partitioning the network: After selecting the CHs and creating the clusters, the network is partitioned into $M$ subareas. The subareas have equal size. We use 2, 4 or 8 MDCs to collect the data from elected CHs. Each MDC is aware of its reserved subarea. CHs are considered as data gathering points. During the data gathering tour, each MDC begins the travel from the BS and visits the subset of CHs of each subarea. The BS is aware of the CHs elected in each round. The
elected CHs in each round are grouped into $M$ sets named $P$. The set $P_j$ comprises the CHs situated in the $j$th subarea (Algorithm 3).

1: Initialization: CHs; $M$ MDCs; $P_j = \{\}$
2: The BS splits the network into $M$ equal subareas.
3: for $i = 1$ to CHs {
4: \hspace{1cm} for $j = 1$ to $M$
5: \hspace{2cm} if CH $i$ is located in subarea $j$
6: \hspace{2cm} $P_j \leftarrow \{\text{CH}_i\}$
7: \hspace{1cm} }
8: \hspace{1cm} }
9: \hspace{1cm} }
10: for $j = 1$ to $M$
11: For each subarea, an optimal path $P_j$ is constructed using the Kruskal algorithm and Hamilton cycle.
12: }

Algorithm 3. Partitioning the network environment.

An optimal path for MDC: One of the most critical issues is finding the optimal data gathering path for MDC. It takes less data collection time. The Kruskal algorithm [19] is adopted to obtain the optimal data gathering path for each subset $P_j$ (Algorithm 4). It commences with a tree that consists of a single vertex and grows continuously, one edge at a time. It comes to a halt when all the vertices have been attained. After CHs selection and division of the field into equal subareas, the Kruskal algorithm constructs the optimal data gathering path for every subarea. The BS is the first and the arrival point for the MDC tour. The algorithm takes into account all edges of the graph by raising the weight. It is used to discover the minimum weight tour that goes through all sets of cluster heads. The Kruskal algorithm is created and the following path is obtained:

Learning the base station is taken as starting point.

The edges are such as $\text{BSB} = 24.1$ and $\text{ED} = 26.2$, etc., are paths connecting two CHs or CH and BS. The Kruskal algorithm is created and the following path is obtained:

BS $\rightarrow$ B $\rightarrow$ E $\rightarrow$ C and D.

However, the algorithm does not give an optimal solution and the BS is not the arrival point for the MDC tour. To solve the problem, a Hamilton cycle is proposed, which passes by every node of the graph once and the BS is the first and the arrival point for the MDC tour as shown in Fig. 5. After adopting the Kruskal algorithm and Hamilton cycle, we obtained the optimal path for mobile data collector as follows:

BS $\rightarrow$ B $\rightarrow$ E $\rightarrow$ D $\rightarrow$ C $\rightarrow$ BS.

Algorithm 4. The optimal path construction algorithm

4.3 Execution of Data Collection

After CHs selection and optimal path construction, the MDC saves the location information of the data gathering points on its memory. It starts from the BS and visits all the new data gathering points via the predefined trajectory. In each round, the MDC travels in a predefined path to gather data from the CHs. When it arrived in the range of each CH, it brings to a halt and transmits a message. This message includes an ID number and password. When the CHs receive this message with the corresponding ID number, they send an accept message to MDC. After the reception of the confirmation message, a communication channel is obtained between the CHs and the MDC and each CH sends the aggre-
gate data. After each tour, the MDC arrives at BS and uploads aggregate data. After that, MDC prepares the network to travel for the next round.

5. Simulation and Analysis of Results

We evaluate and analyze the performance of our proposed approach with a different number of clusters. Then, we compare the proposed algorithm with [22, 23, 27, 17, 25] algorithms under different scenarios to validate the network performance. For comparison, we use the metrics used in [28] and MATLAB R2016a as the simulator. We consider a network of 200 sensor nodes in an area of 200 m × 200 m. Sensor nodes have random uniform distribution, are placed in a fixed point with a unique identifier. We assume that the MDC has a rechargeable battery and a speed equal to 2 m/s as used in [30]. The BS is fixed, situated at the center, and has unlimited energy. The simulations parameters are in Tab. 1.

5.1 Optimal Cluster Numbers

In this subsection, several scenarios are evaluated to check the performance of our planned approach. The network is partitioned into a predefined number of clusters. \( k \) is chosen depending on the total number of sensors predefined before simulations.

Figure 6 shows the percentage of clusters versus the number of rounds. Initially, when the number of clusters is equal to 7%, the network is estimable as 582 rounds. Then, the number of clusters increases to 10% and therefore the network lifetime increases to 108 extra rounds. Additionally, the intra-cluster communication also decreased. As the cluster number increases, the size of the cluster decreases.

The network lifetime is raised to 822 rounds once the number of clusters is augmented from 7% to 13%. We tend to induce identical performance when the number of clusters is given 13%, 15%, and 20%.

When the number of clusters will be increased, the distance and the communications between sensor members and the CH of each cluster will be decreased and therefore the network lifetime increases. The number of rounds increases up to a point where it remains constant. This point is the lifetime of the WSN for each number of \( k \) clusters.

5.2 Intra-Cluster Energy Consumption

Figure 7 presents the intra-cluster energy consumption versus rounds of our proposed approach, \( k \)-means [23], Leach-C [2], and Leach [3]. We can see that the HAC algorithm consumes less intra-cluster energy compared to \( k \)-means, Leach-C, and Leach. This is due to the fact that the number of information exchanged to obtain the optimal clustering is reduced. Therefore, intra-cluster communications are decreased.

5.3 Performance Measurement in Terms of Maximum Time Spent by MDCs

In this section, we will use a various number of MDCs to guarantee faster data collection from the elected CHs. For that, we partition the field into subareas and attribute one MDC to every area.

Figure 8 illustrates the time spent by MDCs to collect data from different CHs. We remark that the time spent gathering data for 8 MDCs is less than the time spent for 2 or 4 MDCs.

The path length of every MDC will decrease as the number of MDCs increases and therefore maximum time spent by every MDC tends to diminish when it travels the path to gather data from CHs of each subarea.
5.4 Comparison with Other Works

We compare our work to other existing approaches mentioned in [22], [23], [27], [17] and [25]. We simulate 200 randomly deployed sensor nodes at $200 \times 200$ meters. The number of CHs is sufficient for 13% of the population. This number of CHs is recognized to enable the most energy efficient of the network.

Network lifetime evaluation: Table 2 shows the death of the nodes in 3 cases, the death of the first node (FND), the death of half of the nodes (HNA) and the death of all nodes of the network (LND). Figure 9 shows the comparisons of the proposed approach with the other approaches in terms of dead nodes. We remark that the proposed approach has the lowest number of dead nodes from the beginning to all depletion of nodes. The first node depletes energy in rounds 96, 135, 163, 182, 193, and 207, respectively, for [22, 23, 27, 17, 25]. However, the first node depletes from 201 rounds in the proposed approach. After 865 rounds, all nodes of the network die with [22, 23, 27, 17, 25]. However, about 25 nodes are still alive with the proposed approach.

Evaluation of the residual energy: Figure 10 presents the residual energy versus rounds of our proposed approach and approaches mentioned in [22, 23, 27, 17, 25]. We remark the death of all nodes after 600 rounds for the algorithms [22] and [23] and after 900 rounds for the algorithms [27], [17], and [25]. However, some sensor nodes still have residual energy until 1000 rounds with the proposed approach. This is due to the decrease in intra-cluster communications and the use of MDCs to collect data sent from an appropriate set of CHs using an optimal path.

![Fig. 8. The number of MDCs vs. time spent for gathering data.](image)

![Fig. 9. Distribution of dead nodes vs. rounds.](image)

![Fig. 10. Variation of residual energy vs. rounds.](image)

![Fig. 11. Variation of residual energy vs. rounds.](image)

<table>
<thead>
<tr>
<th>Approaches</th>
<th>FND</th>
<th>HNA</th>
<th>LND</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td>96</td>
<td>255</td>
<td>554</td>
</tr>
<tr>
<td>[23]</td>
<td>135</td>
<td>357</td>
<td>622</td>
</tr>
<tr>
<td>[27]</td>
<td>163</td>
<td>405</td>
<td>754</td>
</tr>
<tr>
<td>[17]</td>
<td>182</td>
<td>458</td>
<td>848</td>
</tr>
<tr>
<td>[25]</td>
<td>193</td>
<td>489</td>
<td>869</td>
</tr>
<tr>
<td>PROPOSED APPROACH</td>
<td>207</td>
<td>513</td>
<td>953</td>
</tr>
</tbody>
</table>

Tab. 2. Values of FND, HNA and LND metrics for each algorithm after several rounds.

Time evaluation of the delay in sending packets to the BS: The delay time for sending packets to the BS depends on the distance traveled by the MDC. The delay time is high if the distance is large. Otherwise, it is low if the distance is small. Figure 11 demonstrates that our proposed approach can significantly reduce the packet delay time compared to [22, 23, 27, 17, 25].
This is mainly justified by the decrease in the travel length of each MDC due to the use of the optimal selection method to find the shortest path of each MDC.

6. Conclusion and Perspectives

One of the most critical issues in wireless sensor networks is conserving energy to enhance the network lifetime. In this study, we employ a clustering algorithm and an optimal path selection method using mobile data collectors to reduce the data gathering path, decrease power consumption, and extend the network lifetime.

We use the HAC algorithm to make clusters and choose suitable cluster heads (CHs). Then, the BS partitioned the network into equal subareas. We propose the Kruskal algorithm and the Hamilton cycle to select the best path for each MDC of each subarea. The MDC’s path is mounted iteratively in each round to gather the data from the set of cluster heads. The aggregation of data from CHs aims to minimize the energy consumption of sensor nodes and enhance network lifetime.

We resolve the overall performance of our proposed technique and evaluate it to recent algorithms. We found that our proposed approach exceeds the existing ones relating to data gathering time, residual energy, and network lifetime.

As future contributions, we project to apply the machine learning process to form clusters and elect the data gathering points according to the residual energy, the number of packets transferred between nodes, and the density. Also, we attempt to evaluate a method that optimizes the number of MDCs and utilize artificial intelligence (AI) to construct a controllable trajectory.

Furthermore, we aim to propose a method for detecting and preventing possible attacks in the approach which we have already designed in the presence of one or multiple MDCs. The proposed method allows to avoid the loss of valuable data, minimize the unnecessary traffic caused by the attacks and ensure the proper functioning of the protocols and therefore preserve energy and maximize the network lifetime.
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