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Abstract. This paper introduces a novel approach for hid-
ing personal information in speech signals. The proposed
approach applied a transform warping function, which is
obtained from a long-term linear prediction spectrum in-
dividually for each speaker. The depersonalized speech
was compared with the often used technique based on vo-
cal tract length normalization. The proposed approach per-
forms wider manipulation of fundamental frequency and pro-
vides higher intelligibility by 5% in clean speech and by
8% for signal-to-noise ratio 5 dB. It also significantly alters
the derived glottal pulses, making them difficult to use for
personality analysis. Speech intelligibility index and glot-
tal pulse distortion are new aspects in the field of voice
depersonalization.
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1. Introduction
The term depersonalization refers to the modification

of an individual’s speech signal in such a way that it is im-
possible (or very difficult) to determine the identity of the
speaker while preserving speech intelligibility. Depersonal-
ized speech can be obtained from natural speech in a process,
commonly called de-identification, by which data character-
izing the speaker are altered or removed from the speech sig-
nal. Our proposed approach uses the speaker-specific voice
spectrum to eliminate the characteristics of a person. For this
reason, we prefer a more apt term "depersonalization" over
the general term "de-identification". Since the depersonal-
ized speech is intended to serve in the same situations as the
original speech, the process must produce speech that is well
intelligible to the general public and, furthermore, it should
sound natural.

A typical example of the use of depersonalized speech
can be storage of voice recordings in a public database while
preserving the anonymity of the speaker. The request for

anonymity often comes from the authorities, especially after
2018 when the General Data Protection Regulation (GDPR)
was introduced in the European Union [1]. For example,
data protection and restrictions also apply to speech-based
user interfaces [2]. Another important applications of de-
personalized techniques are in forensic scenarios, typically
testimonies of witnesses in a court under witness protection
regime. Obviously, these techniques could also be abused in
an illegal way. In criminal cases, there is a need for a re-
versible process, i.e. re-identification of the speaker from the
altered/degraded speech signal [3].

The state-of-the-art of speech depersonalization is char-
acterized by very high intelligibility, especially in a quiet en-
vironment. However, there is no standard criterion for prac-
tical evaluation of depersonalization methods. Many authors
measure the intelligibility of their systems using the word
error rate (WER), but the WER values obtained may depend
on the structure of the words in the test (e.g. phonetic dif-
ficulty or acoustic similarity of the words). In addition to
the listening tests, we applied an objective intelligibility cri-
terion based only on the quality of the speech signal. Such
a criterion is suitable for a more accurate evaluation of de-
personalization methods in adverse acoustic conditions. It
can also help to find the best among equally successful meth-
ods according to WER. Another original approach applied in
our research is the investigation of the distortion of derived
glottal pulses due to depersonalization. This phenomenon
has not yet been described or mentioned in any publication.
Knowing that glottal pulses can be used, for example, for psy-
choanalysis, it will be necessary to pay attention to this part of
depersonalization as well - especially in view of the growing
capabilities of artificial intelligence. The aim of our research
is to develop an algorithm for effective depersonalization of
speech signals, taking into account the above facts.

The rest of this paper is organized as follows: Section 2
provides a brief overview of selected publications dealing
with various speech depersonalization methods. The pro-
posed approach is described in Sec. 3. Section 4 presents
experimental results structured in three sub-sections. The
last section, Section 5, summarizes the conclusions and sug-
gests future work for further development of the proposed
approach.
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2. Brief Overview of Used Metods
In general, current methods used in practice are based

on one of the two principles: speech conversion or speech
manipulation. Methods using conversion perform twofold
transfer, namely speech-to-text followed by text-to-speech,
while the internal techniques for converting speech to text
and back may be different. A typical representative of speech
conversion is Diphone Recognition Step and Speech Synthe-
sis (DROPSY), when diphones are searched for in the seg-
mented recording and converted from text form to voice syn-
thesizer. For example, paper [4] presents DROPSY method,
which implements two speech synthesis methods: Hidden
Makarov Model (HMM) [5] and Time-Domain Pitch Syn-
chronous Overlap and Add (TD-PSOLA) [6]. With methods
based on speech conversion, we cannot speak directly of de-
personalization or de-identification, but rather of anonymiza-
tion, because there is no way of reverse identification with
these methods.

Methods using manipulation either degrade the speech
signal in some effective way, or try to remove biometric el-
ements associated with the speaker. It is useful to note that
these methods do not only include electronic and software
methods. Paper [7] also mentions non-electronic methods
such as imitation, ventriloquism or speaking with an object
inserted in the mouth. However, more sophisticated methods
are electronic, which primarily aim to change the frequency
features that determine the identity of the speaker from
a physiological point of view. These include the fundamental
frequency, the position of the third and fourth formants and
the closing phase of the glottal wave [8]. One of the com-
prehensive methods for speech manipulation is Codebook
Mapping. Paper [9] describes the procedure of this method,
in which a transfer mechanism (codebook) is constructed
from the training data using vector and scalar quantization
techniques. The vector coefficients obtained from the code-
book are used for voice transformation. The advantage of this
method is the possibility of using training data to convert the
voice to a particular speaker (e.g., the construction of a code-
book to convert the voice of speaker A to speaker B [10]).
However, the main disadvantage is the need for a large train-
ing dataset. There is also a discontinuity problem with this
method, which is caused by the segmentation of the record-
ing and its transformation. To eliminate it, the codebook,
the so-called Gaussian Mixture Model (GMM) method was
proposed, which is based on soft clustering and continuous
mapping of spectral features [8]. However, this method also
has a discontinuity problem, which can be solved by various
methods, e.g. in paper [11] the generation of the maximum
likelihood parameter is used to smooth out the discontinu-
ity. With the development of artificial intelligence and deep
learning, the possibilities of using these techniques also for
voice conversion are increasing. For example, paper [12]
shows a comparison between the GMM method and the use
of artificial intelligence to extract the spectral components of
a given speaker and the subsequent voice transformation.

A very often used method, on which our proposed ap-
proach is also based, is Vocal Tract Length Normalization
(VTLN). The method uses frequency warping, in which
the frequency axis of the power spectrum is locally com-
pressed or expanded according to a given transformation
function called the warping function. The shape and param-
eters of the functions can be of different types [13] and the
correct determination of the parameter values and function
type is one of the main problems of this method. Some works
deal with the estimation of these parameters and appropriate
functions by standard methods, e.g. [14], or is possible to use
artificial intelligence and machine learning techniques to es-
timate these parameters [15]. The VTLN method only appro-
priately transforms the frequency axis and does not interfere
with the frequency spectrum in any other way, so the quality
and clarity of the transformed signal remains high. Some pa-
pers, e.g. [16], also descibe spectrum amplitude adjustments,
called amplitude scaling, to compensate for amplitude differ-
ences between the speaker’s target and source spectra.

3. Proposed Approach
The principle of the proposed approach is shown

in Fig. 1. First, the processed speech is segmented into
20 ms frames by a rectangular window. Then, the short-
term speech spectrum is estimated frame-by-frame using
Fast Fourier Transform. The actual depersonalization is per-
formed in the "Spectrum transformation" block by a specific
transform function. The altered speech spectrum is then
converted in each frame to the time domain using Inverse
Fourier Transform. Finally, a continuous speech waveform
is created by concatenating the frames of the depersonal-
ized speech signal. It is a simple connection of consecutive
blocks, because experiments have shown that the PSOLA al-
gorithm, which is standardly used in the VTLN method, does
not improve the measured parameters, especially the speech
intelligibility index, when applied. The speaker-specific part
of speech is estimated in advance by long-term spectral an-
alysis using predictive coefficients in linear prediction (LP).
The order of the long-term predictive coefficients should
be chosen to be low due to computational complexity. In
Sec. 4.1, the effect of order on intelligibility is discussed in
more detail. The following formulas deal with second or-
der LP-coefficients for simplicity and easy of understanding
For each speaker, the first three autocorrelation coefficients
are calculated frame-by-frame and averaged across all frames.
The average coefficients 𝑅(0) to 𝑅(2) then are used to ob-
tain the average LP-coefficients 𝑎(1) and 𝑎(2) by solving
the linear equations:

(
𝑅(0) 𝑅(1)
𝑅(1) 𝑅(0)

) (
𝑎(1)
𝑎(2)

)
=

(
𝑅(1)
𝑅(2)

)
. (1)
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Fig. 1. Flowchart of the proposed approach.

Finally, the LP-coefficients are applied to estimate the long-
term LP-spectrum [17]:

𝑋 ( 𝑓 ) = 1


1 − 𝑎(1) exp
(
−j2𝜋 𝑓

𝑓s

)
− 𝑎(2) exp

(
−j4𝜋 𝑓

𝑓s

)


2

(2)

where 𝑓 ranges from 0 Hz to half the sampling frequency 𝑓s.
The long-term spectrum is independent of the just spoken
phoneme. It reflects the anatomy of the speaker’s vocal tract
and can therefore serve as a speaker-specific voice charac-
teristic. This fact was demonstrated in previous experiments
where the second-order long-term spectrum was used to iden-
tify speakers [18]. For the purposes of transformation in
depersonalization, the long-term spectrum is optimized us-
ing the LP-spectra 𝑋𝑘 ( 𝑓 ) of appropriate order which were
estimated in all frames. The calculation of these spectra pro-
ceeds in the same way as for the long-term spectrum, only
the averaging of the autocorrelation coefficients is omitted.
The proposed speaker-specific transform function 𝑔( 𝑓 ) is

𝑔( 𝑓 ) = 𝐶 𝑓 𝑓 =
(

1
𝐾

𝐾∑︁
𝑘=1

𝑛

√︄
𝑋𝑘 ( 𝑓 )
𝑋 ( 𝑓 )

)
𝑓 (3)

where𝐶 𝑓 denotes elements of the vector of frequency coeffi-
cients, 𝐾 is the number of frames used (in our experiments it
was 𝐾 ≈ 3000, i.e. speech lasting ca. 1 min) and 𝑛 is the or-
der of root. An order higher than the simple square root is
applied because of the large variability of the proportion of
the short-term and long-term LP-spectrum, which has a neg-
ative effect on the intelligibility of depersonalized speech.
The order should be chosen with regard to computational
complexity and the choice of its value is discussed in more
detail in Sec. 4.1.

Fig. 2. Short-term original spectrum of vowel /e/ (top), values
𝐶 𝑓 of the speaker-specific transform vector (middle) and
transformed spectrum of the vowel /e/ (bottom).

The transform function is expressed as a numeric look-
up table. The effect of spectral transformation by the func-
tion 𝑔( 𝑓 ) on the spectrum of vowel /e/ is depicted in Fig. 2.
Middle graph shows the nonlinear transformation trajectory
according to which the warping (or scaling) of the frequency
axis in the spectrum is carried out. Note that a trajectory value
of 1 means no warping. The more the values differ from 1,
the more the respective frequency components are shifted in
the spectrum. In the transformed spectrum in bottom of
Fig. 2, it can be seen that there is a shift of the first four for-
mants towards higher frequencies. However, the shift takes
place in the frequency intervals characterizing the vowel /e/,
thereby preserving speech intelligibility. On the other hand,
changes at frequencies up to 4 kHz make it difficult to deter-
mine the speaker’s psychological states. For example, some
details in the spectral representation of vowels in the 2–3 kHz
frequency band are important for stress detection [19].

The functionality of the proposed approach was pub-
lished in a brief preprint [20] as an initial version using 8th
root order and 2nd LP-order. This paper presents an im-
proved approach after correcting the calculation, optimizing
the parameter values (root order and LP-order in mutual com-
bination) and extending it with new aspects (noisy speech,
emotional speech).

4. Experimental Results
The depersonalized speech signals were objectively

evaluated by means of speech intelligibility, fundamental fre-
quency, and other aspects. In experiments, the proposed ap-
proach was compared with a previously mentioned method
VTLN. In both methods, the transform function is there-
fore derived from the anatomy of the individual vocal tract.
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The transform function created in VTLN depends on two
variables, the frequency and the warp factor. The warp fac-
tor can be defined in several ways, for example using deep
learning techniques. This fact makes the VTLN method
relatively complicated. Both methods, VTLN and the pro-
posed approach, were implemented in MATLAB and tested
with the same speech database containing 19 Czech native
male speakers (marked with the letter M and the registra-
tion number). All speech recordings were stored in WAV
format at a sampling rate of 22.5 kHz with 16-bit resolution.
In our experiments, all the results obtained by the proposed
approach were compared with the results of the standard
VTLN method.

4.1 Speech Intelligibility
The effect of depersonalization on the intelligibility of

processed speech was evaluated using the speech intelligi-
bility index (SII). This is a standard measure of objective
speech intelligibility [21] that is based solely on the qual-
ity of the speech signal [22]. Therefore, it is not influenced
by language or spoken words, allowing experimental valida-
tion of the results with recordings from any language. In
our experiments, the calculated SII values were expressed
on a scale from 0 to 100 (instead of the standard range of
0 to 1) to express intelligibility as a percentage. A possible
maximum SII of 100% indicates that all the information con-
tained in the measured speech is available to the listener. As
already mentioned, the proposed approach contains two ad-
justable parameters: the root order and the LP-order (LPO).
In order to achieve the best results in terms of intelligibil-
ity, i.e. the highest SII value, the optimal values of these
parameters were searched by a simple method of parameter
sweep. It was not necessary to use a sophisticated opti-
mization method due to the low number of parameters to be
considered. Figure 3 shows the average SII calculated from
all 19 speakers as a function of two variables: root order and
the LP-order. The lowest root order 𝑛 = 2 was not consid-
ered because it worsened subjective intelligibility in listening
tests. Note that throughout the range the SII values are is over
85%. According to [21], an SII of 75% and above represents
good intelligibility, while an SII of 45% and below means
poor intelligibility. From this point of view, the used speech
material with an average SII of 84% was of high quality. The
highest SII value of almost 91% was obtained when using
the root order 𝑛 = 4 and the LP-order LPO = 4. Thus, all
further experiments were performed with this combination
of parameter values, i.e. 𝑛 = 4 and 𝑛 = 4.

Table 1 shows the statistical structure of the SII mea-
surement. First, SII values were measured for individual
speakers, and then statistics were calculated for the entire
group. It can be seen from the comparison of values in
Tab. 1 that depersonalization with the proposed approach (as
with VTLN) does not significantly reduce speech intelligi-
bility. On the contrary, for 15 of 19 speakers, an increase of
7.1% on average was measured, while only in 4 speakers was
a decrease of 0.3% on average.

Fig. 3. Speech intelligibility index values as a function of root
order and LP-spectrum order.

Original
speech VTLN Proposed

approach

SII Mean 84 86 91
St. dev. 13 9 10

Increase Number - 10 15
Average - 2.6 7.1

Decrease Number - 4 4
Average - 0.4 0.3

Tab. 1. Statistical results of intelligibility according SII in per-
centage obtained from a group of 19 speakers.

4.2 Fundamental Frequency of Voice
The behavior of the proposed approach was also ana-

lyzed from the perspective of the fundamental frequency of
voice. The fundamental frequency 𝐹0 is one of the most
important features of speech, and its values are related to
the physiological attributes of a person and his/her vocal ex-
pression. The mean fundamental frequency is determined
anatomically by the length of the speaker’s vocal folds mem-
brane. It is easily audible and therefore directly recognizable
by humans as the pitch of the voice that characterizes in-
dividual speakers. Instantaneous values of 𝐹0 vary in the
range of approx. 100 Hz around the mean value according to
the rate of vibration of the vocal cords. However, unvoiced
phonemes do not involve vibrations.

The 𝐹0 values were calculated using the residual har-
monics method [23] integrated in MATLAB Audio Toolbox
and then displayed by a triplet of histograms for each speaker,
as shown for example in Fig. 4. The means 𝜇 and standard
deviations 𝜎 of the fundamental frequency were averaged
across all speakers and are presented in Tab. 2 for compari-
son. As can be seen, the depersonalized speech produced by
the proposed approach changed 𝐹0 to a greater extent than
that by the VTLN. This trend is evident also in Fig. 4. From
this observation, it can be concluded that if the proposed
approach is applied, it will be more complicated to perform
the analysis of 𝐹0 than for the standard VTLN method.
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Fig. 4. Histograms of fundamental frequency for speaker M4 ob-
tained from original speech (top), depersonalized speech
by VTLN (middle) and depersonalized speech by pro-
posed approach (bottom).

Fig. 5. Histograms of fundamental frequency for speaker M4 ob-
tained from original speech and depersonalized speech by
the proposed approach with increasing root order 𝑛 and
fixed order of LP-spectrum LPO = 4.

Fund. frequency Original
speech VTLN Proposed

approach
Average 𝜇 129.9 129.4 174.0
Average 𝜎 21.7 21.2 27.7

Tab. 2. Statistical results of voice fundamental frequency 𝐹0
in Hz obtained from 19 speakers.

Fig. 6. Histograms of fundamental frequency for speaker M4 ob-
tained from original speech and depersonalized speech
by the proposed approach with increasing order of
LP-spectrum LPO and fixed root order 𝑛 = 4.

Figures 5 and 6 were generated to show the effect of root
order and LP-order on the fundamental frequency histograms.
One of the two parameters always remained at a fixed value
according to the previous findings in Sec. 4.1 in order to
achieve maximum SII, while the other parameter was vari-
able. Both figures illustrate the effect that as the value of
the variable parameter increases, the shift values of the fun-
damental frequencies decrease on average. For the root order
sweeping in Fig. 5, this effect corresponds to the assumption
that a higher root order 𝑛 in (3) limits the range of the warping
vector 𝐶 𝑓 , resulting in both less compression and expansion
of the speech spectrum.
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In Figs. 5 and 6, there are also false low bars in the
frequency band from 50 Hz to 70 Hz, which were not in the
original speech. It is a negative effect of voiced consonants
in depersonalized speech on 𝐹0 calculations by the residual
harmonics method [23]. However, all 𝐹0 values less than
80 Hz were ignored in further statistical processing of 𝐹0.

4.3 Other Aspects
In addition to the intelligibility and fundamental fre-

quency, the proposed approach was investigated for robust-
ness against noise, preservation of possible emotions in the
speakers, and execution time.

Background noise plays an important role for practical
use in an external environment. In the experiments, noisy
conditions were created by adding Gaussian noise at three
levels of SNR. This type of noise was chosen because the
speech signal generally has a Gaussian-like distribution of
amplitudes. The impact on intelligibility is shown in Tab. 3.
Of course, increasing noise impairs speech intelligibility, but
not dramatically. When comparing the original speech and
depersonalized speech using both VTLN and the proposed
approach, the proposed approach achieved the best results in
terms of robustness to noise at all measured SNR levels.

SII Original
speech VTLN Proposed

approach
Clean speech 84 86 91
SNR = 15 dB 80 86 89
SNR = 10 dB 79 83 86
SNR = 5 dB 72 76 84

Tab. 3. Intelligibility of noisy speech according SII in
percentage.

Fig. 7. Glottal pulses of the vowel /a/ derived from original
speech (top), depersonalized speech by VTLN (mid-
dle) and depersonalized speech by proposed approach
(bottom).

Recognizing speaker’s emotional state and stress from
speech can be important, for example, in forensic analyses.
Currently, this aspect also concerns anonymized speech [24].
In natural speech, many emotion identifiers are based on ei-
ther spectral features or properties of glottal pulses. Spectral
methods are not applicable to depersonalized speech because
spectral changes after depersonalization are usually greater
than changes due to emotion [25]. Therefore, we investigated
the distortion of the glottal flow waveform. In our experi-
ments, glottal pulse shapes were derived from the speech
signal using the software APARAT [26], which is widely
used in speech processing. Figure 7 shows a comparison of
glottal pulses obtained from 4 periods of the vowel /a/. As
can be seen, VTLN distorts the glottal pulses only slightly,
while the proposed approach distorts the shape of the pulses
considerably. In this case, for example, the stress in speakers
detectable by the opening-to-closing ratio of the pulses [27]
cannot be recognized.

The proposed approach is not primarily intended for
real-time use. However, for informative purposes, the time
consumption of the signal processing was measured in MAT-
LAB. Average calculation speed for a 1 minute record was
4.74 s by the proposed approach, while VTLN did it in 1.87 s.
These times should be considered as relative data for mutual
comparison. Note that the overall process has not yet been
optimized for computational speed. Moreover, the execution
time varies depending on the device the process is running
on. In particular, the conversion from MATLAB to the im-
plementation on a digital signal processor could significantly
speed up the calculations.

5. Conclusion
In this work, we present a new approach for speech

depersonalization. Practical advantages can be seen in the
transformation function, which is very specific for individual
speakers and its easy acquisition. The proposed approach
is based on the often used VTLN method and further im-
proves it. Therefore, all experimental results are compared
with the results of the standard VTLN using the same speech
signals. The proposed approach performs wider F0 ma-
nipulation (𝜇 = 174.0, 𝜎 = 27.4) than VTLN (𝜇 = 129.4,
𝜎 = 21.2) and provides higher intelligibility by 5% in normal
conditions (clean speech) and by 8% in adverse conditions
(SNR = 5 dB) in terms of SII. According to listening tests,
speech depersonalized by both methods was completely in-
telligible (in normal conditions). In addition, the proposed
approach also "depersonalizes" the derived glottal pulses and
thus makes it very difficult to perform personality analysis.
No one has dealt with this aspect so far. In summary, the pro-
posed approach achieved better results than standard VTLN
on a group of 19 speakers in all tested parameters except
execution time. Although the main contribution of the pre-
sented work lies in the creation of a new efficient depersonal-
ization algorithm, the introduction of two special evaluations
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of depersonalized speech, the speech intelligibility index and
glottal pulse distortion, is also a novelty in the field.

In future experiments, we will investigate the consis-
tency of the presented results on large groups of male and
female speakers across the age range. Furthermore, it will be
necessary to test the proposed approach in several languages
and consider the evaluation criteria used in other works, see
e.g. [28], so that a direct comparison with other effective
methods is valuable.
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