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Abstract. Modulation classification is a crucial tech-
nique to utilize the unconsumed spectrum in Cognitive Radio
(CR) and Dynamic Spectrum Access (DSA) systems to meet
the required traffic demands for future-generation cellular
networks. This paper presents an end-to-end experimental
setup as a generic methodology to implement various Trans-
fer Learning (TL) models in an indoor environment. This
allows us to learn the features from multiple modulation sig-
nals to train and test the model. The performance evaluation
of proposed TL models such as Convolutional Neural Net-
work - Random Forest (CNN-RF), and Convolutional Long
Short Term Deep Neural Network (CLDNN) - Random For-
est (CLDNN-RF) have been thoroughly discussed. The result
shows that the proposed TL models yield more than 90% clas-
sification accuracy for various modulation types. A proposed
framework for location-specific TL model selection based on
the maximum classification accuracy has been investigated.
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1. Introduction
Recently, utilizing the unconsumed spectrum of Cogni-

tive Radio (CR) has become mandatory for telecom operators
to meet next-generation traffic demands [1–3]. This leads to
the expansion of enormous device connectivity with the 5G
and beyond cellular networks [4] to support novel use cases
such as smart cities, autonomous vehicles, smart factories,
health care, and Internet-of-Things (IoT) applications [5].
Specifically, services providing Ultra Reliable Low Latency
Communication (URLLC) for IoT devices have become pre-
dominant [6]. Thus, a paradigm shift is mandatory for the
development of intelligent communication networks. The
efficient usage of the spectrum is a promising solution to

meet the current demands for next-generation networks. It
can be achieved by using Dynamic Spectrum Access (DSA)
along with CR technology [7]. In CR systems, the real-
time samples must be periodically monitored in a wide range
of frequency bands to detect inactive channels that can be
reused further.

In DSA, Spectrum Sensing (SS) and power control have
been utilized by the Secondary Users (SUs) to access the
spectrum allocated to the Primary Users (PUs) [8]. It can
be accomplished by continuously monitoring the modulation
type used by the PUs. Once the modulation type is iden-
tified, the SU can adjust its transmit power, such that the
interference of the PU is minimized. Thus, the modulation
classification plays a significant role in CR to avoid interfer-
ence between SU and PU [9]. Moreover, in DSA, modulation
classification can be performed to detect and classify the in-
terference sources and jammers coexisting within a wireless
network [10]. The spectrum awareness at the edge device
(mobile terminal) can also be performed via modulation clas-
sification. Moreover, future cellular systems are expected to
support a billion devices for massive Machine Type Com-
munication (mMTC). The massive devices create enormous
implications on base stations at the expense of overhead and
power consumption [11]. To meet these constraints and en-
hance the Quality of Service (QoS), CR-based Automatic
Modulation Classification (AMC) systems have been devel-
oped with intelligent modems performing SS to effectively
utilize the available radio spectrum.

In wireless communication systems, the modulation
classification can be performed by a two-step process,
namely, signal pre-processing and model generation meth-
ods. During signal pre-processing, the receiver performs
noise reduction and parameter estimation of the received
signal. The model generation process has been carried
out by either Likelihood-based (LB) or feature-based (FB)
method [12]. In [13], the primary features have been ex-
tracted by the traditional feature detection algorithms, then
passed into the classifier system for signal classification.
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Artificial Intelligence (AI) has emerged for thirty
decades, which encompasses problem-solving machines in
making decisions. Deep Learning (DL) / Transfer Learning
(TL), is a category under AI that employs the most salient
characteristic of feature learning in the decision process.
The DL-based technique handles an enormous amount of
data urged a need for automation in 5G and beyond cellu-
lar networks. The DL models, such as Convolution Neural
Network (CNN) [14], Multi-Layer Perceptron (MLP) [15],
Long Short Term Memory (LSTM) Network [16], Residual
Network (ResNet) [17], Recurrent Neural Network (RNN),
Convolutional and Long Short-Term Memory Deep Neural
Network (CLDNN) [18], and ResNet+LSTM [19] have been
developed to improve the AMC algorithms. In [20], the au-
thors have compared the different types of input data formats
for the modulation classification process and concluded that
the I/Q format gives the best classification accuracy. In [21],
the OFDM-based CNN model has been tested for BPSK,
QPSK, 8PSK, and 16QAM. The different modulation wave-
forms ( 𝜋2 -BPSK, QPSK, 16QAM, 64QAM, 256QAM) have
been created using MATLAB 5G toolbox and classified by
LeNet model under various channel conditions [22].

The ADAM-PLUTO and Universal Software Radio Pe-
ripherals (USRP) have been utilized to demonstrate the spec-
trum sharing in the CR systems [23] and achieve classifi-
cation accuracies of 95.5% and 96.25% respectively. By
using USRP captured signals, different DL methods such
as a flexible Framework for Automatic Signal Classification
Techniques (FACT) [24], and GNU architecture [25] have
been analyzed for the classification of simultaneous Signals
of Interests (SoIs), modulation, and Multi-sensor Modulation
Classification (MMC) respectively.

There are four different TL approaches (Instances, fea-
ture representations, model parameters, and relational knowl-
edge) for three types of TL techniques (Inductive [26], trans-
ductive [27], and unsupervised [28]). The instances approach
re-weights some of the labeled data in the base model of the
source domain to use in the new model of the target do-
main [29]. Feature representations find better feature charac-
teristics that reduce the difference between the source/target
domains and the misclassification rate. The model param-
eter discovers the coherence between the source/target do-
mains and maps the relational knowledge between them [30].
A common practice of TL [31] is to adopt a trained model
on a larger dataset and replace the Neural Network (NN)
layer with Machine Learning (ML) classifier, then retrain the
network using the smaller dataset for a specific task, such
as plant leaf discrimination [32], fault diagnosis [33], and
image recognition [34]. Moreover, the pre-defined CNN
models have been formulated using an image dataset. We
cannot adopt these models to develop the TL model by freez-
ing the convolution layers for modulation classification tasks.
To the best of the authors’ concern, there is no pre-defined
model systematized signal classification performance ana-
lysis. In this regard, we focus on the “with freezing” ap-
proach which remains the main scope of our research work.

Here, we perform TL along with the features of the CNN
model [35] and the NN classification part has been replaced
by a Random Forest (RF) classifier.

The availability of excellent training datasets has lim-
ited many significant AI developments. We explored a huge
amount of amazing datasets for the development of com-
puter vision, modulation recognition, and Natural Language
Processing (NLP). To recognize radio signals, there are nu-
merous datasets available on an online platform. It has been
noticed that the Graphics Processing Unit (GPU) is utilized to
create the model which reduces the training overhead com-
pared to Central Processing Unit (CPU). Moreover, Hisar-
mod2019.1 [36] and RadioML2018.10.a [37] are adopted
with some channel impairments such as multipath fading
and frequency offset. The datasets found in the literature
may not be adequate for many practical situations. However,
the simulation-based datasets may differ significantly with
respect to real-world applications. From the literature work,
we conclude that the real-world labeled training datasets with
high quality are still lacking. Moreover, improvements in
the accuracy of modulation classifying models for smaller
sampling rates under different channel conditions in indoor
environments have been found as a noteworthy problem.

The scope of environmental adaptation in TL is to adapt
a learned model to a changing channel environment while
maintaining the fixed transmitter/receiver pair(s). The factors
such as channel type, any movement of the transmitter and/or
receiver, sampling frequency offset, the selective fading may
potentially create variations in signal capture which affect
the learned behavior of a DL system. This motivates an in-
door scenario of moving a transmitter/receiver pair equipped
with an AMC model from a Line-of-Sight (LOS), Additive
White Gaussian Noise (AWGN) channel to an environment
with significant multipath effects and interference from the
neighboring devices. The TL is a promising technology for
realizing distributed learning techniques, where the propa-
gation environment and hardware have a direct impact on
the receiver AMC performance. In this paper, we investi-
gate the TL models for modulation classification in indoor
environments, since most of the devices in IoT, Machine-to-
Machine (M2M), and Device-to-Device (D2D) applications
are expected to be located indoors.

1.1 Contributions
The main contributions of our work are as follows:

• Dataset preparation: The traditional datasets are un-
realistic for real-time environments, and cannot meet
the expected performance. So far, no work has been
found in the literature by varying the receiver positions
for the fixed transmitter location. The experiments have
been conducted in an indoor environment by changing
the receiver positions for two fixed transmitter loca-
tions. We generate a Radio Frequency Signal Classifi-
cation (RFSC) dataset for the adopted indoor channel
model layout.
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• TL Model Generation/Verification: We propose
a novel TL-based Convolutional Neural Network-
Random Forest (CNN-RF), and Convolutional Long
Short Term Deep Neural Network (CLDNN) -Random
Forest (CLDNN-RF) models using our own generated
models such as CNN and CLDNN (CNN+LSTM) for
modulation classification. The TL models have been
generated by freezing the weights of convolutional
layers in CNN; convolutional, and LSTM layers in
CLDNN. Then, these features are fed into the RF clas-
sifier which improves the classification accuracy with
minimal computational cost. Finally, the TL models
have been evaluated using a testing dataset at different
50 receiver positions.

• Domain adaptation based TL model selection: The
proposed TL-based domain adaptation method en-
hances the classification performance by adopting
AWGN samples from the source domain and multi-
path samples from the target domain. The proposed
method consists of a small-scale domain sub-network
and is validated by Non-Line-of-Sight (NLOS) compo-
nents which are generated from the open-source GNU
platform. In the training dataset, there are LOS sam-
ples in the source and target domains. In the testing
dataset, the NLOS samples from the target domain are
used to simulate the real scenario. Finally, the Location-
specific TL models have been selected/declared based
on the highest classification accuracy between the dif-
ferent TL models for a given transmitter location and
50 receiver position of an indoor channel model.

The rest of this paper is organized as follows. The sys-
tem model is presented in Sec. 2. In Sec. 3, we introduce
our proposed TL models. In Sec. 4, simulation results are
presented and discussed. Finally, this paper is concluded
in Sec. 5.

2. System Model
We have developed an experimental setup for dataset

preparation in real-time as shown in Fig. 1. We have chosen
two SDRs, HackRF, and RTL-SDR for transmission and re-
ception of different modulated waveforms using Deep Radio
and Wi-Guy, respectively. Deep Radio is a transceiver de-
vice comprised of HackRF, a telescopic antenna, and GNU
Radio. The major parameters such as carrier frequency, RF,
IF, and base-band gains and bandwidth have been chosen for
tuning the transmitter. The Wi-Guy receiver has been used
to capture the real-time samples and Python language is used
to process the baseband samples.

2.1 Transmitter: Signal Model
The signal transmitted from the Deep Radio is expressed

as:
𝑠(𝑡) = ℜ𝔢

{
𝐴𝑠b (𝑡)ej2𝜋 𝑓c𝑡

}
(1)

where 𝐴 is amplitude, 𝑓c is the carrier frequency and 𝑠b (𝑡) is
an analog complex waveform, 𝑠b (𝑡) = ℜ{𝑠b (𝑡)} + jℑ{𝑠b (𝑡)}
derived from the transmitter after modulating the discrete in-
put bits (𝑏𝑘). Hence, the resulting baseband signal 𝑠(𝑡) is
real-valued with center frequency 𝑓c to be transmitted, while
𝑠b (𝑡) base-band complex envelope of 𝑠(𝑡).

2.2 Receiver: Data Collection and
Preprocessing

The systematic flow for model generation consists of
data capturing, pre-processing, feature extraction, modula-
tion classification, and a decision on trained models as shown
in Fig. 2. The receiver captures the samples from the trans-
mitter SDR. The received signal 𝑟 (𝑡) is modelled as [20]:

𝑟 (𝑡) = 𝑠(𝑡) ∗ ℎ(𝑡, 𝜏). (2)

Here, ℎ(𝑡, 𝜏) is a channel output described as a complex
channel Finite Impulse Response (FIR) filter.

At the receiver, 𝑟 (𝑡) is first down-converted and sam-
pled at a rate 𝑓s = 1

𝑇s
. The output of the Analog-to-Digital

Converter (ADC) is given as:

𝑟b [𝑛] = 𝑟 [𝑛𝑇s] = 𝑟b,I [𝑛] + 𝑗𝑟b,Q [𝑛] (3)

where 𝑟b,I [𝑛] and 𝑟b,Q [𝑛] are in-phase and quadrature-phase
components, respectively.

In a single dataset, there are 𝑁 samples collected over
a time period of 𝑇 = 𝑁𝑇s seconds. The complex raw samples
𝑟b [𝑛] ∈ C, 𝑛 = 0, 1, . . . , 𝑁 − 1, are represented in a data
vector format. The 𝑘-th dataset vector of a collected input
signal sample is denoted as:

r𝑘 =
[
𝑟b [0], 𝑟b [1], . . . , 𝑟b [𝑁 − 1]

]T (4)

where T represents a transpose operation.

The samples are down-sampled by a factor 𝐷 to reduce
the sampling rate, which gives the resultant dataset as 𝑟 ′b [𝑚].
It is represented as:

𝑟 ′b [𝑚] = 𝑟b [𝑚𝐷] . (5)

The 𝑘-th dataset vector after decimation is denoted as:

r′𝑘 =
[
𝑟 ′b [0], 𝑟

′
b [1], . . . , 𝑟

′
b [𝑁

′ − 1]
]T (6)

where 𝑁 ′ = 𝑁
𝐷

.

2.3 RF to Image Matrix Format Conversion
The decimated RF samples are fed into a matrix con-

version block, which converts the samples into image for-
mat [38]. Let us denote the dataset for the 𝑚-th class as r′

𝑚𝑘
.

The complex dataset vector r′
𝑚𝑘

∈ C𝑁 ′ is transformed into
real valued data vectors x𝑚𝑘 ∈ 2𝑁 ′, namely, in-phase com-
ponent (𝑟 ′b,I [𝑚]) and quadrature-phase component (𝑟 ′b,Q [𝑚]).
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Fig. 1. Experimental setup for dataset preparation: Deep Radio transmitter, and Wi-Guy receiver.

Fig. 2. Systematic flow of model generation and decision.

x𝑚𝑘 =



©­­­­­­­«

𝑟 ′b,I [0] 𝑟 ′b,I [1] · · · 𝑟 ′b,I [𝐼W − 1]
𝑟 ′b,I [𝐼W] 𝑟 ′b,I [𝐼W + 1] · · · 𝑟 ′b,I [2𝐼W − 1]
𝑟 ′b,I [2𝐼W] 𝑟 ′b,I [2𝐼W + 1] · · · 𝑟 ′b,I [3𝐼W − 1]

...
...

...
...

𝑟 ′b,I [𝐼H−1𝐼W] 𝑟 ′b,I [𝐼H−1𝐼W + 1] · · · 𝑟 ′b,I [𝐼H−1𝐼W − 1]

ª®®®®®®®¬𝐼H×𝐼W
,

©­­­­­­­«

𝑟 ′b,Q [0] 𝑟 ′b,Q [1] · · · 𝑟 ′b,Q [𝐼W − 1]
𝑟 ′b,Q [𝐼W] 𝑟 ′b,Q [𝐼W + 1] · · · 𝑟 ′b,Q [2𝐼W − 1]
𝑟 ′b,Q [2𝐼W] 𝑟 ′b,Q [2𝐼W + 1] · · · 𝑟 ′b,Q [3𝐼W − 1]

...
...

...
...

𝑟 ′b,Q [𝐼H−1𝐼W] 𝑟 ′b,Q [𝐼H−1𝐼W + 1] · · · 𝑟 ′b,Q [𝐼H−1𝐼W − 1]

ª®®®®®®®¬𝐼H×𝐼W


(7)

The 𝑘-th feature vector x𝑚𝑘 is given in (7). This 𝑘-th fea-
ture vector is further translated into a suitable matrix for-
mat to train the CNN model, x𝑚𝑘 ∈ R𝐼H×𝐼W×𝐼C with size
(𝐼H × 𝐼W × 𝐼C), where 𝐼H is the height, 𝐼W is the width
of an image, and 𝐼C is the number of channels respectively.
Here, 𝐼H𝐼W𝐼C = 2𝑁 ′. Finally, the matrix (x𝑚𝑘) consists of in-
phase (𝑟 ′b,I [𝑚]) and quadrature-phase (𝑟 ′b,Q [𝑚]) components
that have been converted into the two images with a size of
28 × 28.

Let x𝑚 ∈ R𝐾×𝐼H×𝐼W×𝐼C be the dataset for the 𝑚-th class
defined as a vector of 𝐾 measurements (assume, 𝐾 = 500
signals per modulation type) of 𝑚-th observation called as
a feature vector:

x𝑚 = [x𝑚1, x𝑚2, . . . , x𝑚𝐾 ]T, 𝑚 = 1, 2, . . . ., 𝑀. (8)

The entire input dataset is defined as:

X =


xT

1
xT

2
...

xT
𝑀


(9)

where 𝑀 is the number of modulation types.

The multi-class label y ∈ 𝑅𝑀 corresponding to 𝑀 in-
puts x𝑚, is denoted as:

y = [𝑦1, 𝑦2, . . . , 𝑦𝑀 ]T, 𝑦𝑚 ∈ 1, 2, . . . , 𝑀. (10)

Finally, the entire training dataset contains, 𝑀 input-
output pair that has been defined as:

𝑆 =
{
(x1, 𝑦1), (x2, 𝑦2), . . . , (x𝑀 , 𝑦𝑀 )

}
. (11)

Here, each pair (x𝑚, 𝑦𝑚) represents a training sample that
is used to train the CNN architecture for DL/TL model
generation.
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Domain (𝐷) Elements (𝐸) Task (𝑇)

Source (s) 𝐷s = a transmitter/receiver pair
at a location one (𝑝1′)

𝐸s = Rician channel, 𝑓s = 2.4 MSps ,
Signal-to-Noise Ratio (SNR) = 6 to 10 dB 𝑇s= modulation classification

Target (t) 𝐷t = a single transmitter at TX2 and
50 different receiver positions (𝑝1′–𝑝50′)

𝐸t = Rayleigh channel, 𝑓s = 2.4 MSps,
multipath effects (NLOS components),

SNR range = –5 to 5 dB

𝑇t= modulation classification,
localization,

model selection

Tab. 1. TL settings in RFML for environment adaptation domain.

Fig. 3. CNN-RF model consists of frozen convolutional layers
and the RF classifier.

Fig. 4. CLDNN-RF model consists of four convolutional layers,
one LSTM layer with the RF classifier.

3. Proposed TL Models
The notations of the TL are defined as: Domain 𝐷 =

{𝑋, P(𝑋)} consists of input data 𝑋 and its marginal proba-
bilities P(𝑋), where 𝑋 = {𝑥1, ..., 𝑥𝑛} ∈ 𝜒, where 𝜒 represents
the input feature space and 𝑛 is the number of observations.
The task 𝑇 = {𝑌, P(𝑌 |𝑋)} consists of label space 𝑌 and its
conditional probabilities P(𝑌 |𝑋) learned from the data pairs
{𝑥𝑖 , 𝑦𝑖}, where 𝑥𝑖 ∈ 𝑋 , and 𝑦𝑖 ∈ 𝑌 during the training pro-
cess [29].

In our experiment, the 𝐷 consists of SDRs and channel
environment (building layout) to address the tasks (modula-
tion classification, and model selection). The source domain
(𝐷s={𝑋s, P(𝑋s)}) consists of elements (𝐸s) such as Ricean
fading, bandwidth, and sampling rate to achieve the source
task (𝑇s = {𝑌s, P(𝑌s |𝑋s)}) as M-class modulation classifica-
tion. Furthermore, the target domain (𝐷t= {𝑋t, P(𝑋t)}) con-
sists of the elements (𝐸t) such as multipath effects, and SNR
to perform the target task 𝑇t = {𝑌t, P(𝑌t |𝑋t)} as modulation
classification, and model selection. The taxonomies used for
the proposed TL model have been defined in Tab. 1. It has
been observed that the receiver positions with 6 to 10 dB SNR
experiences the Rician channel (𝐸s) and other SNR positions
follow the Rayleigh channel with the presence of TX2 (𝐸t).

Traditional supervised ML techniques assume the crite-
ria 𝐷s = 𝐷t and 𝑇s = 𝑇t, for training the source domain (𝐷s)
model to achieve modulation classification as a target task
(𝑇t). In the context of Radio Frequency ML (RFML), im-
plicit variations of TX/RX locations/positions and the chan-
nel effects guarantee that 𝐷s ≠ 𝐷t, unlike Computer Vision
(CV), and Natural Language Problem (NLP) applications.
However, the TL is motivated by the mismatch between the
source/target domains and tasks, which constrains the direct
transfer between 𝐷s, and 𝐷t. Moreover, the scope of the
TL is to leverage the knowledge P(𝑌s |𝑋s) obtained using 𝐷s
and 𝑇s to improve the performance of P(𝑌t |𝑋t) on 𝐷t and 𝑇t.
Here, we adopt the inductive TL because the source/target
domains are having the labeled data. However, the different

source/target data distributions and the feature spaces can be
caused by either a change in hardware (Deep Radio/Wi-Guy)
or a change in the environment platform (with TX1/TX2).

In our proposed work, we consider the source/target
tasks are the same, but the source/target domains may dif-
fer. Hence, we conduct an environmental domain adaptation
approach with the same hardware device tested at two dif-
ferent transmitter locations, and 50 receiver positions. Here,
a base DL model for CNN is generated by using a base dataset
operated with TX1 alone (𝐷s) to perform modulation classi-
fication in the Rician/AWGN channel (𝑇s). Then, the trained
network weights have been reused in the proposed TL mod-
els (CNN-RF, CLDNN-RF) with a new dataset generated
with TX2 alone (𝐷t) to perform modulation classification in
a fading channel (𝑇t) environment.

A significant amount of knowledge has been transferred
from the base network to the newly designed network. This
can be achieved with/without freezing the layers of the net-
work. In order to reduce the computational complexity, we
have frozen the convolutional layers of CNN, and CLDNN
base model [35], where the weights/features from the convo-
lutional layers have been directly passed to the RF classifier
to create a novel TL model that performs the modulation
classification as shown in Fig. 3 and 4 respectively. The RF
classifier performs well on input features presented in tab-
ular format rather than the raw samples. The RF classifier
contains multiple decision trees and the output has been cal-
culated based on the ensemble of decision trees to improve
the predictive accuracy of the dataset.

4. Results and Discussion
Extensive measurements have to be performed to create

the RFSC dataset for modulation classification under con-
fined space. We create a measurement setup consisting
of the SDR-based indoor modulation classification system
using a single TX location and multiple RX positions (𝑝).
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The basic concept and part of the dataset have been obtained
from our previous measurements [35]. In this section, the
whole measurement procedure for an indoor environment has
been described in detail.

4.1 Measurement Layout
The measurement has been carried out within the in-

door scenario of Chandhar Research Labs Pvt Ltd, Chennai,
India (Lat:13.08012, Lon:80.22857). The building dimen-
sion 430 × 363 × 235 (inches) located on the ground floor
of the complex. It consists of three lab portions (each has
nine RX positions), one office room (nine RX positions), one
kitchen (five RX positions), and a hall (nine RX positions) in
the layout. The office portion is made up of concrete walls
lined up with plasterboard and the ceiling material with
a paint finish. This also includes wood cabinets, windows,
several chairs, two tables, computers, and one desk. How-
ever, there are two transmitter locations in two different labs
and 50 varying receiver positions spread across the building
layout [35]. The dataset is available for download from
https://www.kaggle.com/datasets/chandharlabs/rfsc-dataset.
The simulation and signal parameters such as modulation
type, sampling rate, carrier frequency, and SNR adopted for
conducting the experiments are shown in Tab. 2.

For each modulation type, we have generated 1,500
and 500 samples for training and testing cases. Further, the
training dataset (10,500 samples) has been divided into 7350
and 3150 samples (70:30), for model training and validation,
respectively. It has been noticed that the models are gen-
erated from the samples collected at locations very close
to the transmitter. In the presence of TX1 and 𝑝1′ (posi-
tion 1′), we generate the base CNN and CLDNN models.
The model weights and bias values are frozen and fed into
the RF classifier which generates two TL models (CNN-RF
and CLDNN-RF). The performance of the model has been
verified from a LOS (AWGN/Rician) to a multipath environ-
ment (TX2) with significantly 50 varying receiver positions.

Parameter Value
Transmit power (𝑝t) 10 dBm

TX antenna Telescopic antenna
Operating frequency range of transmitter 50 MHz to 6 GHz

TX antenna gain 0 dB
RX antenna Whip antenna

Operating frequency range of receiver 50 MHz to 950 MHz
RX antenna gain 0 dB

Carrier frequency ( 𝑓c) 810 MHz
Receiver sampling frequency ( 𝑓s) 2.4 MSps

SNR range –5 to 10 dB
Decimation factor (𝐷) 12

Input image size (𝐼H × 𝐼W × 𝐼C) 28 × 28 × 2
Number of signals per class (𝐾) 500
Training and testing ambience i5 CPU,Tensorflow+Keras

Samples in training dataset 10,500
Samples in testing dataset 3,500

Tab. 2. Simulation parameters used for model generation and
validation.

The entire process of the location-aided modulation classi-
fication technique has been described in Algorithm 1. The
dataset preparation, training, and testing codes are available
here: https://github.com/Tamizhelakkiya/Location-aided-
TL-model.

Algorithm 1. A TL based location aided modulation
classification for indoor scenario.

Input: RFSC Dataset (𝐷), No. of Convolutional layers
(𝑙), No. of trees in RF (𝑛)
RF to Image conversion: Convert the RFSC I/Q dataset
(𝑟b [𝑛]= 𝑟b,I [𝑛] + 𝑗 𝑟b,Q [𝑛]) into RFSC Image Dataset
for 𝑝 = 1 to 50 do

for 𝑚 = 1 to 7 do
1. Take 𝑘 th complex dataset vector : r𝑚𝑘 ∈ 𝐶𝑁
2. Transform complex data vectors into real-valued
data vectors x𝑚𝑘 ∈ 2𝑁
3. Translate x𝑚𝑘 into matrix format, 𝑅𝐼H×𝐼W×𝐼C

4. Convert x𝑚𝑘 into images (𝐼).
end for

end for
Parameters: 𝐼 =(𝑥1, 𝑦1), (𝑥2, 𝑦2), . . . , (𝑥𝑁 , 𝑦𝑁 ), training
images (Xtrain) and its labels (Ytrain), no. of receiver
positions (𝑝), and no. of transmitter locations (𝑇𝑋)
Define TL models:
while 𝑇𝑋 = 2 do

1. Creates a model object of the Keras Model class with
required input and output.
2. Freeze the convolutional layers of CNN and CLDNN
model [35] for feature extraction.
3. Define the Random Forest Classifier architecture.
4. Specify loss function, optimizer type, and metrics.
5. Train and save the TL-model.
6. TL models (CNN-RF, CLDNN-RF) have been gen-
erated.

end while
for 𝑝 = 1 to 50 do

Calculate classification accuracy

A(%) =
∑𝑀
𝑖=1 ( 𝑦̂𝑖 == 𝑦𝑖)∑𝑀

𝑖=1 𝑦𝑖
× 100%.

Identify the positions with A ≥ 90% and count the po-
sitions for each modulation type.
Location aided modulation classification using CNN-
RF, CLDNN-RF:
for 𝑆𝑁𝑅 = −5 to 4 do

Classification accuracy(A)= CLDNN-RF[p]
for 𝑆𝑁𝑅 = 5 to 10 do

Classification accuracy(A)= CNN-RF[p]
end for

end for
end for
Output: Classification accuracy (A)
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Model Layers
Learnable
parameters

Model generation
time (minutes)

CNN [35] 6 3,21,415 15
CNN-RF 4 1,89,312 8.5

CLDNN [35] 9 11,69,607 65
CLDNN-RF 6 11,60,384 25.97

Tab. 3. Comparison of model size, learning parameters, and
training time between DL/TL models.

Table 3 compares the number of parameters and model
generation time for various DL/TL architectures. The model
generation time has been found to be moderate for CNN-RF
and CLDNN-RF models. It has been observed that CNN-
RF possesses the least number of learnable parameters with
reduced model size due to the freezing mechanism. More-
over, the CLDNN-RF behaves similarly to the CLDNN model
for the learnable parameters with reduced model size and
generation time.

4.2 Confusion Matrix
The confusion matrices for the proposed TL models at

receiver position two, in the presence of TX2, are shown
in Fig. 5. The probability values in each grid represent the
classification accuracy of each modulation type. It has been
observed that the CNN-RF model provides improved perfor-
mance, particularly for BPSK, CPFSK, GFSK, and 16QAM
modulation schemes. Moreover, the misclassification rate
among different modulation classes was found to be reduced
for the predicted labels. The CLDNN-RF model achieves the
best classification score for 64QAM, QPSK, and GMSK. It
has been noticed CNN-RF and CLDNN-RF provide better
performance for low SNR positions.

4.3 Positions Count Based on 90%
Classification Rate

Table 4 shows the position count where the average clas-
sification is more than 90% for all four models. Under loca-
tions TX1 and TX2, particularly in the case of GFSK, QPSK,
and CPFSK modulation types, CNN-RF and CLDNN-RF
provide similar performance. For 16QAM and GMSK, the
CLDNN-RF provides better position counts. It has been
found that the GFSK modulation type has been well classified
in more position counts by proposed TL models compared
with pre-trained CNN models. Furthermore, it has been ob-
served that the proposed TL models provide ≥ 90% accuracy
for more than 30 positions in the adopted building layout for
all seven modulation types.

4.4 Location Specific TL Model Selection
In this section, we propose a location-aided TL strategy

to perform the modulation classification for a given location.
In this context, we perform an environment adaptation that
adapts a learned model to a changing environment, while
maintaining a fixed transmitter/receiver pair. The framework
illustrates a varying transmitter (TX location)/receiver (RX
position) pair equipped with the TL model from a single
room to an entire building layout as shown in Fig. 6. For the
source domain/task, the dataset has been tested for the pro-
posed models and the model files have been generated using
training data from the source domain (𝐷s).

The best TL model can be selected at each receiver po-
sition based on the highest classification accuracy adapting to
the proposed indoor environment domain. Then, the weights

(a) CNN-RF model (b) CLDNN-RF model

Fig. 5. Confusion matrices of proposed TL models (CNN-RF, and CLDNN-RF) at receiver position two with transmitter location TX2.

Modulation Type → 16QAM 64QAM BPSK CPFSK GFSK GMSK QPSK
Model ↓ TX1 TX2 TX1 TX2 TX1 TX2 TX1 TX2 TX1 TX2 TX1 TX2 TX1 TX2

CLDNN [35] 24 33 20 28 20 16 18 10 17 15 19 31 30 34
CNN [35] 20 33 17 14 20 9 29 23 1 1 32 37 33 37

ResNet [35] 22 34 19 17 24 19 23 21 19 11 30 36 27 27
CNN-RF 30 34 32 31 33 30 31 31 32 30 38 35 39 38

CLDNN-RF 38 36 32 33 31 33 30 32 32 30 38 37 38 39

Tab. 4. Position count for various DL/TL models based 90% classification rate with two transmitter locations.
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Fig. 6. Proposed framework for location-aided modulation classification consists of source/target domain. Here, L, and C represents CLDNN-RF,
and CNN-RF model respectively.
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and bias values passing through the frozen layers of CNN,
and CLDNN [35] models (𝑀s) have been transferred to the
target domain (𝐷t). The parameters of the RF classifier are
continually trained using data from the target domain and the
model (𝑀t) can be learned. Here, we assume the TX1 and
TX2 locations are situated at LAB-1 (Between 𝑝0′ and 𝑝1′),
and LAB-2 (between 𝑝38′ and 𝑝39′) respectively. We also
verified that the receiver positions (𝑝32′–𝑝40′) experience
the Rician channel and the remaining positions follow the
Rayleigh channel with the presence of TX2.

Each receiver position in 𝑇t estimates the SNR value for
the transmitter (TX2) located at LAB-2, which is situated 10
m away from TX1. Based on the generated DL models, the
gained knowledge obtained from TX1 (LOS (AWGN/Rician)
has been transferred to multipath TX2 with significantly
50 varying receiver positions. From the received SNR, it
adopts either CNN-RF/CLDNN-RF model to perform mod-
ulation classification. Here, the notations: L and C represent
CLDNN-RF and CNN-RF models, respectively. It has been
observed that the source/target task has been accomplished
by the dataset generated at TX1, and TX2 locations with dif-
ferent receiver positions respectively. Moreover, we found
that an incredible feature of TL improves the number of re-
ceiver positions where the modulation classification accuracy
is above 90%.

Furthermore, we identified that the CNN-RF model has
been selected in dominant Rician fading channel positions
and the CLDNN-RF model for Rayleigh fading channel posi-
tions. We noticed that with transmitter location TX2; L, and
C models provide the best classification performance with
a count of 31 (SNR: –5 to 5 dB), and 19 (SNR: 5 to 10 dB)
receiver positions, respectively. Finally, we conclude that the
TL designer can select either CNN-RF (C) or CLDNN-RF
(L) model based on indoor channel conditions.

4.5 Comparison of Model Performance using
RFSC Dataset
In this section, we tested various CNN models gener-

ated for the RFSC dataset using GNU Radio which includes
a variety of channel impairments such as fading, frequency
offset, and sample rate offset. We have analyzed the model
performance for the SNR range varying between –5 dB to
10 dB. From Fig. 7, we noticed that the classification accu-
racies of the generated models increase gradually with the
progress of SNR values.

We have found that the highest accuracy has been
achieved by the proposed TL models in most cases of SNR
values. The peak accuracy achieved by the proposed TL
models has been found to be efficient even in low SNR val-
ues. Moreover, we can observe that the classification accu-
racy is ≥ 90% at 2 dB. In the case of the multipath fading
environment at 𝑝1′–𝑝30′, the received signals experiencing
lower and medium SNRs, the proposed TL models double the
improvements in classification accuracies than the adopted

Fig. 7. Comparison of classification accuracy for various DL/TL
models generated using RFSC dataset.

models below 4 dB SNR values. In the case of high SNR
scenarios, particularly above 8 dB, all the models converge
to provide the same performance.

5. Conclusion
In this paper, we presented a novel TL-based modu-

lation classification task that is necessary for the DSA and
CR systems. Our approach revolves around an end-to-end
experimental setup for preparing the RFSC dataset to clas-
sify the modulation types by incorporating the effects of two
fixed transmitter locations and 50 varying receiver positions
for a given indoor environment. The proposed TL-based
CNN-RF and CLDNN-RF models provide better classifica-
tion performance than the other pre-trained models. Further-
more, the position counts based on a 90% classification rate
have been discussed. We also presented a framework for
location-specific TL model selection based on the maximum
classification accuracy. This work can also be extended for
novel algorithms to address modulation classes adopted for
5G and beyond systems.

Finally, we conclude our approach emerged as a good
envision for Deep Learning/signal processing professionals,
wireless engineers, and industry partners to design infras-
tructure for next-generation technologies IoT, M2M, D2D,
and smart cities that address data-related issues with respect
to cross-technology co-existence, ineffective spectrum uti-
lization, and traffic regulation.
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