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Abstract. This study aimed to investigate the performance of
Multicarrier Phase Coding (MCPC) and P4-encoded wave-
forms. Researchers explored the unique properties of these
signals, focusing on aspects like phase distribution, auto-
correlation, power spectral density for P4 encoding, and
aperiodic autocorrelation and ambiguity function for MCPC
signals. The findings identified optimal MCPC sequences
with reduced peak-to-mean envelope power ratios (PMEPR),
improving signal performance. Complementary codes based
on permutation were also generated and analyzed for MCPC
sequences. The study utilized an improved genetic algorithm
to develop new and improved waveforms, underscoring the
importance of techniques like optimal sequence permutation,
complementary sequences, and classical window frequency
weighting in enhancing signal performance.
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1. Introduction
OFDM (Orthogonal Frequency Division Multiplexing)

is a special form of multicarrier modulation (MCM), where
individual data streams are generally transmitted on low-rate
subcarriers in many cases. Typically, BPSK, QPSK, and
other alphabet coding schemes are used to encode and pro-
cess the information [1]. Existing research on OFDM-based
radar communication has been conducted [2–5]. In terms
of OFDM waveform design, [3] combines direct sequence
spread spectrum (DSSS) and linear modulation (LFM) sig-
nals with OFDM for autocorrelation analysis. [4] adds com-
munication data for controlling cyclic shifts to phase-code
(PC) OFDM pulses, aiming to investigate radar distance
measurement and bit error rate (BER). [5] aims to de-
sign OFDM-integrated waveforms that can improve peak-to-

average power ratio (PAPR), peak-to-mean envelope power
ratio (PMEPR), and peak sidelobe ratio (PSLR). Addition-
ally, a paper [6] proposes an OFDM design scheme based on
multicarrier phase coding (MCPC).

MCPC, proposed by Levanon in 2000 [7], is a coding
scheme that introduces phase coding based on multicarrier
OFDM signals. The purpose of this approach is to achieve
balanced performance in terms of spectral efficiency, side-
lobe ratio of the ambiguity function, and envelope fluctu-
ations. Current MCPC signals are primarily designed by
selecting appropriate weighting factors and phase coding
methods on subcarriers to reduce sidelobes of the ambiguity
function [8], [9] and control signal envelope fluctuations [10].
However, this method lacks a complete theoretical founda-
tion and requires a large computational burden, making it
suitable only for cases with a small number of subcarriers. In
the paper [8], the MCPC radar signal simultaneously utilizes
𝑁 subcarriers, and each subcarrier is phase-modulated by
𝑁 different sequences that form a complementary set. Each
pulse is formed by different periodic frequency shifts of the
first pulse, which eliminates the cyclic sidelobes at multiples
of the pulse repetition interval but significantly reduces the
sidelobe level in the main autocorrelation sidelobes.

Pulse coding, also known as pulse compression, is a sig-
nal processing technique aimed at maximizing radar system
sensitivity and resolution [11]. It is achieved by modulat-
ing the transmitted pulse and then correlating the transmitted
pulse with the received signal [12–15]. As a result of the re-
lentless efforts of modern radar signal designers, various PC
signals such as Barker codes, Frank codes, P1, P2, P3, P4 and
𝑀-sequence codes, as well as frequency-coded signals like
Costas signals, have emerged [16–18]. These coding signals
have been widely applied in many radar systems, overcoming
the need to extend radar operating distance while maintaining
the required distance accuracy and solution.

The paper [9] describes a series of MCPC signals based
on modulating all subcarriers with the same sequence and ap-
plying phase modulation to the subcarriers to reduce PMEPR.
The spectral characteristics of the new MCPC signals are
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compared with other low PMEPR MCPC signals and single-
carrier PC waveforms with the same compression ratio and
fixed envelope. To address the issue of reducing PMEPR
at the expense of degrading the high sidelobe ambiguity in
MCPC radar waveforms designed based on Continuous Or-
thogonal Complementary Sequences (COCS), Salil Sharma
et al, propose a method that utilizes Constant Envelope (CE)
modulation and filtering operations to reduce PMEPR [19].
The papers [20], [21] introduce a novel method based on Fast
Fourier Transform (FFT), which is mathematically equivalent
to matched filtering but offers lower computational complex-
ity compared to traditional methods.

In recent research, it can be observed that [22] proposes
a waveform called Interrupted Sample Repeater Jamming
(ISRJ) based on MCPC signals. This waveform employs
chaotic two-phase encoding on each OFDM signal chip and
then extracts the signal by truncating equal-length code chips
with different subcarriers. [23–25] present a new method for
generating MCPC signals using a direct calculation approach,
which offers lower computational complexity.

In the realm of radar-communication integration, sev-
eral integrated approaches have been suggested. Notably,
Donnet and Longstaff endorsed merging MIMO radar
with MCPC communication technology [26]. Lellouch and
Nikookar from the Netherlands proposed combining MCPC
communication tech with radar systems [27]. Additionally,
Garmatyuk’s team at the University of Miami recommended
integrating MCPC communication and radar tech to estab-
lish a comprehensive radar-communication system [28]. This
study, conducted in the context of MCPC radar signals, aims
to address the limitations of traditional radar systems that
employ single-frequency continuous-wave or pulse signals,
resulting in restricted range resolution and vulnerability to
multipath interference and noise. To enhance radar perfor-
mance, we advocate the use of MCPC radar signals. The
study involves assessing the performance of MCPC OFDM
waveforms encoded with P4, optimizing sequence orders,
and employing an enhanced genetic algorithm to reduce the
PMEPR value.

The organizational structure of the remaining sections
of this paper is delineated as follows. Section 2 is dedi-
cated to the establishment of the corresponding OFDM signal
model, encompassing the computation of P4 phase encoding
sequences and the analysis of autocorrelation functions. In
Sec. 3, an amalgamation of these components results in the
development of an OFDM signal model employing P4 en-
coding modulation. Section 4 provides an exposition of the
comprehensive utilization of P4 in all cyclic shifts within
the context of MCPC. Section 5 undertakes a numerical ana-
lysis of complementary MCPC pulse sequences based on the
aforementioned, and through the application of an enhanced
genetic algorithm, derives optimized waveforms with lower
PMEPR values. Lastly, Section 6 serves as a culmination,
offering a comprehensive summary of the content presented
throughout this document.

2. OFDM Signal and P4 Code

2.1 OFDM Signal Process Model
The use of multi-carrier modulation enables high-speed

data transmission, effectively mitigating the impact of fre-
quency selective fading, alleviating multipath effects, and en-
abling independent equalization processing. This approach
overcomes the limitations of single-carrier transmission in
broadband channels, thereby improving reliability and per-
formance. At the transmitter, the wideband signal resources.
To address this, narrowband filtering is employed to selec-
tively pass signals within specific frequency ranges while
suppressing others. This process decomposes the original
wideband signal into multiple non-overlapping narrowband
signals [29]. The general form of an OFDM signal can be
represented as follows:

𝑠 (𝑡) =
∑︁𝑁

𝑚=1
𝜔𝑛 exp (j2𝜋Δ 𝑓 𝑡) 𝑢𝑛 (𝑡/𝑇b) (1)

where 𝑁 represents the number of subcarriers, 𝜔𝑛 denotes
the weighting coefficient of the 𝑁-th subcarrier, 𝑇b repre-
sents the duration of an OFDM symbol, 𝑢𝑛 (𝑡/𝑇b) represents
the rectangular envelope of the data for the 𝑁-th subcarrier,
Δ 𝑓 represents the frequency spacing between subcarriers and
𝑇Δ 𝑓 = 1.

From the above, it can be observed that the complete
waveform of the OFDM signal is formed by the linear su-
perposition of multiple independent frequency components
in the time domain. The OFDM signal consists of 𝑁 sub-
carriers, each with its own frequency component, and this
subcarrier’s data is modulated using a rectangular envelope,
resulting in the independent frequency components that con-
tribute to the overall OFDM signal.

In the frequency domain, each subcarrier is represented
as a narrowband signal with a frequency of 𝑓𝑖 . When two
subcarriers have different frequencies, they are independent
of each other in the frequency domain, and can thus be ex-
pressed as:

⟨𝑠1 (𝑡) , 𝑠2 (𝑡)⟩ =
∫ ∞

−∞
𝑠1 (𝑡) 𝑠∗2 (𝑡) d𝑡

=

∫ ∞

−∞

𝑁−1∑︁
𝑛1=0

𝐴1,𝑛1 exp (j2𝜋𝑛1 𝑓1𝑡)

𝑁−1∑︁
𝑛2=0

𝐴∗
2,𝑛2

exp (−j2𝜋𝑛2 𝑓2𝑡) d𝑡

=

𝑁−1∑︁
𝑛1=0

𝑁−1∑︁
𝑛2=0

𝐴1,𝑛1𝐴
∗
2,𝑛2∫ ∞

−∞
exp [j2𝜋 (𝑛1 𝑓1 − 𝑛2 𝑓2) 𝑡]d𝑡

=

𝑁−1∑︁
𝑛1=0

𝑁−1∑︁
𝑛2=0

𝐴1,𝑛1𝐴
∗
2,𝑛2

𝛿 (𝑛1 − 𝑛2)

=

{
0, 𝑛1 ≠ 𝑛2
1, 𝑛1 = 𝑛2

(2)
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Fig. 1. Frequency spectrum of OFDM subcarriers.

where 𝛿 (𝑛) represented the Dirac function. However, when
two subcarriers have the same frequency, they exhibit an over-
lapping region in the frequency domain. In such cases, the
Dirac impulse function is used to calculate their temporal
inner product, ensuring that different subcarriers satisfy the
orthogonality condition.

In an OFDM system, each subcarrier sequence trans-
mits its signal through overlapping with each other, which is
then combined into a composite signal 𝑓 (𝑡) at the receiver.
The receiver performs multiplication and integration opera-
tions on the composite signal 𝑓 (𝑡) to extract the individual
signals carried by each subcarrier.

According to frequency domain analysis, the time-
domain multiplication in 𝑠 (𝑡) corresponds to convolution
in the frequency domain. The frequency spectrum ampli-
tude of a commonly used rectangular pulse is given by the
sinc ( 𝑓 𝑇) function, where the maximum value is located at
𝑓 = 0 and is zeros at frequency points of 𝑛/𝑇, 𝑛 ∈ 𝑍 . This
is illustrated in Fig. 1, depicting the frequency spectrum of
OFDM subcarriers. During demodulation, by calculating the
maximum value of each subcarrier’s frequency spectrum, it
can be determined that only the subcarriers at those maxi-
mum value points carry signals. By aligning the maximum
value points, symbols from each overlapping subchannel can
be extracted without interference from other overlapping sub-
channels [30].

2.2 P4 Polyphase Code
P4 code is widely used in the field of digital communica-

tion and is suitable for various data transmission scenarios,
including serial communication, sensor data transmission,
industrial automation, data communication network, and so
on. In the P4 code, the real and imaginary parts of the
baseband linear LFM signal are individually subjected to
Nyquist sampling, resulting in discrete sequences of the real
and imaginary parts. These sequences undergo encoding
and can be used for transmission or storage, and can be de-
coded at the receiver to reconstruct the original baseband
linear frequency modulation signal. The local frequency of
the LFM signal, ensures that the P4 code has the highest

phase increment at the edges of the code, thereby exhibit-
ing good bandwidth-limiting properties. This characteristic
facilitates the reduction of out-of-band noise superposition,
thereby improving the reliability of transmission [31]. The
phase increment of the P4 code is given as:

𝜙𝑚 =
𝜋(𝑚 − 1)2

𝑀
− 𝜋 (𝑀 − 1) (3)

where 𝑚 = 1, 2, 3, · · · , 𝑀 , 𝑀 is the number of code frag-
ments in sequence. The core principle of P4 code lies in
coding information through phase variations, combing the
advantages of phase modulation and linear modulation to
achieve efficient data transmission. By leveraging the phase
characteristics of the carrier signal, P4 code provides a robust
and reliable method for coding and decoding digital informa-
tion in communication systems.

By setting the P4 coding length, the sampling time per
sample, the data transmission rate, and the total number of
samples according to (3), the P4-phase coded sequence is
generated. Subsequently, the relevant discrete sequence data
is plotted to obtain the P4 coding phase image and the real
part waveform, as shown in Figs. 2 and 3. From the fig-
ures, it is evident that in the P4 coding sequence, the real
part represents the amplitude information of the waveform,
while the phase represents the phase information. Due to the
periodic nature of the P4 coding sequence, the waveform sam-
ples within each period exhibit similar amplitude and phase
characteristics. Additionally, the phase undergoes compara-
ble variations within each period, resulting in a pronounced
symmetry observed in the P4 coding sequence image.

Fig. 2. P4-phase coded sequence.

Fig. 3. P4-phase coded sequence real part of waveform.
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Fig. 4. Periodic ACF of P4-phase code sequence.

The autocorrelation function refers to the sum of the
products of a signal with its own delayed versions at different
time lags. For a discrete signal 𝑥 (𝑛). Its autocorrelation
function can be expressed as:

𝑅𝑥 (𝑘) =
∞∑︁

𝑛=−∞
𝑥 (𝑛)𝑥∗ (𝑛 − 𝑘) (4)

where 𝑘 represents the time lag and ∗ denotes the complex
conjugate operation. For a periodic signal 𝑥 (𝑛) of length 𝐿,
its ideal periodic autocorrelation function can be represented
as:

𝑐 (𝑘) =
𝐿∑︁
𝑖=1

𝑥 (𝑖) 𝑥∗ ((𝑖 + 𝑘 − 1) mod 𝑁 + 1) , 0 ⩽ 𝑘 ⩽ 𝐿 − 1

(5)

where mod represents the modulo operation. Let 𝑁 = 5, and
plot the autocorrelation function of the P4 code, as shown in
Fig. 4. Clearly, the autocorrelation function of the P4 code
exhibits lower sidelobe levels. This is attributed to the chirp-
like nature of the P4 code, where the maximum phase incre-
ment between code elements occurs at both ends of the code
sequence. However, pre-compression bandwidth constraints
evenly distribute the phase increments across code elements,
thereby reducing the phase increment between code elements
at the two ends of the P4 code sequence. This, in turn, en-
hances the peak-to-sidelobe ratio of the compressed pulse.

3. P4 Code Modulated OFDM Signal
Model
Due to the utilization of the independence of subcarri-

ers, parallel transmission, and frequency domain separation,
there is a high degree of similarity between phase-encoded
signals and OFDM signals. From a communication per-
spective, phase-encoded signals employ phase modulation
techniques and map information onto phase states for trans-
mission, thus bearing resemblance to MPSK modulation. For
detection systems, by superimposing multiple phase-encoded

signals with different frequencies in the time domain, and
considering do not interfere with each other during the su-
perposition process, resulting in a wide-spectrum OFDM
phase-encoded signal [32].

According to the characteristics of P4 code, the ambi-
guity function of an OFDM signal can be transformed into
high-resolution spectral analysis, resulting in clearer spectra
for each subcarrier and reduced mutual interference between
subcarriers. When performing a time-domain shift on the P4
code signal, its frequency spectrum characteristics remain un-
changed, and the characteristics of its ambiguity function can
still be preserved. Even in high-speed mobile environments,
P4 code maintains good demodulation performance and can
resist Doppler effects. In the autocorrelation function, there
are distinct peaks between the P4 coding sequence and its
delayed versions, which helps improve signal detection and
synchronization performance. Therefore, it possesses good
autocorrelation characteristics [33].

3.1 All Cyclic Shifts of P4
From the previous section, it can be observed that the P4

signal exhibits the ideal characteristics of a periodic autocor-
relation function, specifically, zero sidelobes in the autocor-
relation at zero period. Based on the inference drawn from
LFM pulse transmission, the same phase sequence can be
repeated across all subcarriers. However, introducing cyclic
shifts to the phase-encoded signal adds additional degree of
freedom. According to the research presented in [34], any
set of ideal periodic autocorrelation sequences with different
cyclic shifts forms a complementary set.

For a complex sequence 𝑋𝑖 , where its 𝑘-th element is
denoted as 𝑠 (𝑘), and sum of the non-periodic autocorrela-
tion functions 𝑅𝑖 for all sequences in this set is denoted as
𝑍 (𝑝), 𝑍 (𝑝) equals zero for all non-zero time shifts 𝑝. This
formation of a complementary set is expressed as:

𝑍 (𝑝) =
𝑀−1∑
𝑖=0

𝑀−1−𝑝∑
𝑘=0

𝑠𝑖 (𝑘) 𝑠∗𝑖 (𝑘 + 𝑝) =


𝑀−1∑
𝑖=0

𝑅𝑖 (0), 𝑝 = 0

0, 𝑝 ≠ 1
(6)

where ∗ denotes complex conjugate, 𝑝 represents a positive
time shift, and 𝑅𝑖 (0) represents the energy of the sequence
𝑋𝑖 . If the set consists of only two sequences, and these two
sequences form a complementary pair, the property of com-
plementary pairs requires that the sum of their non-periodic
autocorrelation function is zero for all non-zero-time shifts.
If these two sequences have periodic autocorrelation func-
tions will not be zero, thus failing to satisfy the definition of
a complementary pair. Therefore, these two complementary
sequences of length 𝑀 must have non-periodic autocorrela-
tion functions. Although the magnitudes of their sidelobes
are equal, their signs are opposite. The sum of these two au-
tocorrelation functions has a peak value of 2𝑀 and sidelobes
equal to zero.
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Fig. 5. Spacing between P4 complementary codes.

Fig. 6. Complementary set of P4 codes.

As shown in Figs. 5 and 6, a zero matrix of size 𝑁 × 𝑁
is created, and the formula (3) is used to generate the P4
code. The generated P4 code is then iteratively assigned to
the previously created zero matrix to calculate the comple-
mentary code set and code spacing of the P4 code. When
plotting the complementary code set image, the phase angle
value of each complementary code sequence is added to its
corresponding code spacing and multiplied by the sample po-
sition points in the code sequence to achieve the presentation
of code spacing. This approach enables better demonstration
of experimental data on the code spacing and orthogonality
of the complementary code set of the P4 code.

From the autocorrelation function plot of the comple-
mentary code set of the P4 code sequence, as depicted in
Fig. 7, it is evident that the P4 code sequence’s complemen-
tary code set exhibits an ideal non-periodic autocorrelation
function with zero sidelobes and complete cycle shifting.
This result confirms that the P4 phase code sequence func-
tions as an orthogonal code, where its non-periodic autocor-
relation function is zero for non-zero-time delays and only
takes a non-zero value at zero-time delay. This property
imparts excellent complementary matching and interference
resilience to the P4 phase code sequence in digital commu-
nications. Therefore, good autocorrelation performance is
crucial for detecting and integrating echo signals in commu-
nication. It enhances system performance, and reliability,
and enables efficient signal processing and communication
functionality [35], [36].

Fig. 7. Complementary set of P4 codes.

Fig. 8. Ambiguity function of conventional code.

Fig. 9. Ambiguity function of P4-phase code.

3.2 P4 Code Ambiguity Function
The traditional ambiguity functions of coding wave-

forms, as shown in Fig. 5, compared with the P4 coding
ambiguity function in Fig. 8, indicate that the P4 coding
ambiguity function exhibits a multi-lobed shape, with the
majority of the ambiguity volume concentrated at the ends of
the coding. Moreover, Figure 9 depicts the ambiguity func-
tion of the P4 pulse with 25 elements, which exhibits a typical
ridge-like pattern similar to the conventional LFM ambiguity
function but with noticeable distinctions. Since both narrow
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and wide pulses are primarily concentrated in the high-energy
region of the ambiguity function, precise measurement and
resolution of target distance can be achieved by observing
the position of the narrow pulse on the frequency axis, thus
achieving good distance resolution. The wide pulse exhibits
a certain broadening effect along the time-delay axis, and
accurate measurement and resolution of target velocity can
be achieved by observing the variation in the position of the
wide pulse on the time-delay axis, thereby achieving good
velocity resolution.

4. MCPC Utilizing All Cyclic Shifts of
P4
By analyzing the autocorrelation properties of sig-

nals [37], it is observed that when time interval between
pulses is large, i.e., the pulse spacing is longer, the Doppler
frequency domain has a more significant impact on phase
shift. Even if the Doppler frequency shift is small, it can still
result in an increase in phase shift, causing the sequence
to rapidly lose the characteristic of sidelobe cancellation
through autocorrelation. Therefore, it becomes necessary
to use different pulses for temporal separation. This en-
sures that even in the presence of Doppler frequency shift,
the phase shift variations between different pulses remain
relatively small, thereby preserving the sequence’s autocor-
relation sidelobe cancellation characteristics.

On the other hand, when utilizing multiple carriers, the
signal is divided into several sub-signals, each using a differ-
ent carrier frequency. By modulating different frequencies,
it becomes possible to separate these sub-signals at the re-
ceiving end through frequency demodulation. This theoreti-
cal possibility of signal separation is provided by employing
multiple carriers.

To effectively study the properties of such signals, a re-
defined length of the complementary phase sequence is uti-
lized to generate an ideal periodic autocorrelation sequence
of length 𝑀 = 5, as described in (3). Subsequently, by per-
forming cyclic shifts, complementary codes as generated for
each element and added to a zero matrix to ensure symme-
try. This process ultimately yields a complementary phase
sequence of length 𝑀 , as depicted in Tab. 1. The five shifts
of the P4 signal form a simple set of complementary codes,
as indicated in the first row of Tab. 1, while the remaining
entries can be viewed as all the remaining cyclic shifts.

According to the OFDM technique, we first consider the
time-domain representation of the baseband signal 𝑢𝑛,𝑚 for
each subcarrier, where 𝑛 represents the 𝑛-th subcarrier and
𝑚 represents the 𝑚-th symbol. Let’s assume that baseband
signal has a duration of 𝑡b. Next, we determine the frequency
and phase for each subcarrier. In the frequency domain, the
subcarriers are by 𝑓s, where 𝑓s = 1/𝑡b. Hence, the frequency
of the 𝑛-th subcarrier can be expressed as: 2𝜋𝑡 𝑓s

(
𝑀+1

2 − 𝑛
)
,

where 𝑡 is a time variable. Furthermore, we introduce the

amplitude weight 𝑊𝑛 and an arbitrary phase shift 𝜃 for each
subcarrier. Therefore, the complex envelope of the 𝑛-th sub-
carrier can be represented as:

𝑊𝑛 exp
{
j
[
2𝜋𝑡 𝑓s

(
𝑀 + 1

2
− 𝑛

)
+ 𝜃𝑛

]}
. (7)

Now, convolve each subcarrier’s complex envelope with
the corresponding baseband signal. Since the duration of
each symbol is 𝑡b, we need to right-shift the baseband signal
by (𝑚 − 1) 𝑡b to align it with the correct time point. Conse-
quently, the signal on the 𝑛-th subcarrier can be expressed
as: 𝑢𝑛,𝑚 [𝑡 − (𝑚 − 1) 𝑡b]. Finally, sum up the signals from
all subcarriers to obtain the mathematical expression for the
complex envelope of the MCPC signal [38]:

𝑢 (𝑡) =



𝑀∑︁
𝑛=1

𝑊𝑛 exp
{
j
[
2𝜋𝑡 𝑓s

(
𝑀 + 1

2
− 𝑛

)
+ 𝜃𝑛

]}
𝑀∑︁
𝑚=1

𝑢𝑛,𝑚 [𝑡 − (𝑚 − 1) 𝑡b],
0 ⩽ 𝑡 ⩽ 𝑀𝑡b

0, otherwise
(8)

where 𝑢𝑛,𝑚 (𝑡) =

{
exp

(
j𝜙𝑛,𝑚

)
, 0 ⩽ 𝑡 ⩽ 𝑡b

0, elsewhere and 𝜙𝑛,𝑚

represents the 𝑚-th symbol element of the 𝑛-th sequence.

By setting parameters such as time gap, sampling fre-
quency, sampling rate, and number of sampling points, the
waveform matrix of the pulse compression sequence is first
initialized. Modulation is performed using the P4 phase se-
quence from the generated complementary code set, and the
waveform matrix of the pulse compression sequence serves
as the input. The OFDM system is used to generate the final
signal waveform, as shown in Fig. 10.

From previous figures, it can be observed the typical P4
pulse exhibits an ideal autocorrelation with a narrow main
lobe and zero sidelobes. In the designed new waveform, the
waveform graph shows the modulation of 𝑁 subcarriers with
a sequence length = 5, and the time gap 𝑡b for each sequence
is chosen as 𝑁 times the sampling time 𝑡c of each phase. This
will result in autocorrelation as shown in Fig. 11, similar to
the P4 pulse in terms of autocorrelation main lobe width. By
calculation, the main lobe width is determined to be 1.39 dB,
and the sidelobe level is 0.21 dB. A narrower main lobe im-
plies higher resolution in the time domain, enabling accurate
determination of signal arrival time or position. A lower side-
lobe level indicates that the amplitude of the autocorrelation
function outside the main lobe region is small, reducing the
energy of the autocorrelation function outside the main lobe,
thereby minimizing the influence of interference or noise.

Seq. 1 Seq. 2 Seq. 3 Seq. 4 Seq. 5
0◦ −144◦ −216◦ −216◦ −144◦

−144◦ −216◦ −216◦ −144◦ 0◦

−216◦ −216◦ −144◦ 0◦ −144◦

−216◦ −144◦ 0◦ −144◦ −216◦

−144◦ 0◦ −144◦ −216◦ −216◦

Tab. 1. Set of five complementary phase coded sequences.
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Fig. 10. P4-OFDM waveform of Length = 5.

Fig. 11. P4-OFDM autocorrelation.

Fig. 12. PSD of P4-OFDM waveform.

In general, based on its autocorrelation function, it can
be observed that the addition of P4 phase coding results
in a significantly low sidelobe level in P4-OFDM signals.
Therefore, it can enhance the peak sidelobe ratio of MCPC
radar signals and further improve the signal power utilization
efficiency.

Due to the lower level of the autocorrelation function,
the waveform’s autocorrelation can better maintain high au-
tocorrelation even in the presence of interference signals or
noise, thereby improving the system’s anti-interference ca-
pability and enabling the receiver to more accurately extract
the desired signal. Furthermore, the more efficient spectral
utilization of MCPC pulses will be demonstrated, as shown
in Fig. 12, where the power spectrum approximates as rect-
angular shape with a cutoff time of 𝑓 ≈ 𝑀/2𝑡b.

Fig. 13. Frequency spectrum characteristics of P4-OFDM wave-
form.

The ambiguity function of 𝑢 (𝑡) and its zero Doppler
intercept, which represents the amplitude of autocorrelation,
depend on the arrangement of 5 sequences along 5 subcarriers
(2 𝑓s, 𝑓s, 0,− 𝑓s,−2 𝑓s). In other words, by using 5 subcarri-
ers, we create an autocorrelation similar to a single-frequency
signal with 5 times the number of bits within the same total
duration. It is worth noting the presence of null values in
the autocorrelation function at multiples of 𝑡b. These null
values are generated by the combination of orthogonality
( 𝑓s = 1/𝑡b) and complementary sets. The phase sequences
of the P4 signal with 25 elements utilize 13 different phase
value, in comparison to only three different values in Tab 1.
Additionally, the occupied spectrum and Doppler sensitivity
need to be compared. Figure 13 demonstrates the frequency
spectrum characteristics corresponding to MCPC pulses, ob-
tained by using the waveform matrix of the pulse compression
sequence as the output and applying a FFT using the OFDM
system to generate the final signal waveform. Generally,
MCPC signals exhibit narrow and flatter spectra (complex
envelopes) extending up to 𝑓max ≈ 𝑀/2𝑡b. Therefore, near
the center frequency, the bandwidth of a passband signal can
be represented as:

𝐵𝑊 = 2 𝑓max ≈ 𝑀/𝑡b. (9)

The ambiguity function, as illustrated in Fig. 14, are
compared with those in Fig. 9. These two figures repre-
sent the ambiguity functions of P4-OFDM signals utiliz-
ing non-cyclically shifted P4 codes and cyclically shifted
P4 codes, respectively. It is evident that the performance
of the ambiguity function of P4-OFDM signals, after apply-
ing cyclic shifting, surpasses that of non-cyclically shifted
ones. This enhancement contributes to mitigating the ’slant-
tough’ shape observed in the blur function of non-cyclically
shifted P4-OFDM signals. Furthermore, when compared
to the typical LFM signal’s ambiguity function, there is no
pronounced ridge structure in the ambiguity function of cycli-
cally shifted P4-OFDM signals. Consequently, this improve-
ment enhances the radar detection capability.
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Fig. 14. Ambiguity function of P4-OFDM waveform.

5. Numerical Analysis of a Train of
Complementary MCPC Pulses

5.1 PMEPR Comparison in MCPC for Various
Orders
Due to phase differences between subcarriers, different

modulation schemes, and Doppler frequency shifts, MCPC
signals are susceptible to envelope variations. To maintain
power amplifier linearity, meet signal bandwidth require-
ments, and avoid exceeding power supply limitations, it is
necessary to reduce the PMEPR in the signal generator with
power amplifiers. This helps improve signal quality and re-
liability, ensuring the normal operation of the system under
different power requirements. The orthogonality of MCPC
signals means that subcarriers are mutually independent and
free from interference during the duration, enhancing resis-
tance to multipath fading and increasing system capacity.
Therefore, within a bit duration, assuming each subcarrier
has unit power, the power of individual subcarriers may si-
multaneously reach their peaks. As a result, a maximum of
𝑀 subcarriers can reach their peals simultaneously, leading
to an instantaneous peak power of up to 𝑀2. Ultimately, the
following conclusion can be drawn:

𝑃𝑀𝐸𝑃𝑅 ⩽ 𝑀. (10)

Assuming an 𝑀 > 4 P4 sequence is {1, 2, 3, 4, 5}, dur-
ing the cyclic shift, each element is moved one position to
the right or left according to the order in the sequence, and
the last element is placed at the beginning of the sequence.
This process generates new sequences such as {5, 1, 2, 3, 4},
{4, 5, 1, 2, 3}, and so on. By using this cyclic shift-based
approach of the original P4 sequence. This method can be
extended as follows:

{𝑘, 𝑘 + 1, · · · , 𝑀 − 1, 𝑀, 1, 2, · · · , 𝑘 − 1} ,
{𝑘, 𝑘 − 1, · · · , 2, 1, 𝑀, 𝑀 − 1, · · · , 𝑘 + 1} .

(11)

It is important to note that Boyd has indicated the result
in (10), namely:

𝑃𝑀𝐸𝑃𝑅 ⩽ 2.015. (12)

By applying (11) for the optimal sequence permutation
of subcarriers to reduce sidelobes, Figure 15 illustrates the

real envelope plots of 5 × 5 MCPC signals based on P4 with
sequence order {1, 2, 3, 4, 5} and {3, 5, 2, 1, 4}. The latter
satisfies the condition defined by Boyd in (12). The corre-
sponding PMEPR values are 4.4073 and 1.7371, respectively.
For convenient comparison, Figure 16 and Figure 17 present
the autocorrelation and ambiguity function plots of the op-
timal sequences, with corresponding PSL values of −18 dB
and −13.75 dB, respectively.

Fig. 15. MCPC waveform of ordinary and optimal sequence.

Fig. 16. ACF of OFDM waveform ordinary sequence and opti-
mal sequence.

Fig. 17. The ambiguity function of MCPC waveform the ordi-
nary sequence and optimal sequence.
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5.2 Optimizing the Pulse for Signal
In this section, we will use genetic algorithm techniques

to optimize the PMEPR value. The first step in implementing
any genetic algorithm is to generate an initial population. Fol-
lowing the guidelines of genetic algorithm specification [39],
this involves encoding each element of the population as a bi-
nary string. The genetic algorithm implemented in this work
is a two-stage process, which is often referred to as a Simple-
Genetic-Algorithm (SGA) by Goldberg [40]. Starting from
the current population, an intermediate population is formed
through section.

Then, the next generation is formed by recombina-
tion and mutation, representing the process from the current
population to the next population in the genetic algorithm.
As mentioned earlier, we apply this algorithm for single-
objective PMEPR optimization. The specific process is as
follows:

1. Initialize the number of subcarriers 𝑁 , the number of
symbols 𝐾 in a pulse, the population size 𝑝𝑜𝑝, the
maximum number of iterations, the mutation rate, the
duration, the duration of one symbol 𝑡b, and the fre-
quency spacing Δ 𝑓 .

2. Initialize the population by randomly generating a bi-
nary matrix of size 𝑝𝑜𝑝 × 𝑁 , representing the popula-
tion, where each individual represents a set of subcarrier
allocations.

3. Create a one-dimensional zero vector of the same size
as the maximum number of iterations and initialize the
best fitness plot to record the best fitness value for each
generation.

4. Calculate the fitness value of each individual in the pop-
ulation by evaluating the oversampled complex OFDM
signal, which is obtained by applying an IDFT to the
phase code [41], to measure the quality of the individ-
ual’s solution.

5. Calculate the PMEPR value according to (11) and as-
sociate it with the corresponding individual.

6. Select parent individuals based on their fitness values
for generating the next generation.

7. Perform fixed-point crossover operations on the selected
parent individuals to generate new offspring individu-
als.

8. Perform mutation operations on the offspring individu-
als by independently mutating each gene with a certain
probability, introducing new gene variations.

9. Update the best individual by identifying the individual
with the lowest fitness value in the current population
and recoding its fitness value and gene sequence.

10. Repeat steps 3 to 9 until the maximum number of itera-
tions is reached and converges to the optimal solution.

In the improved genetic algorithm, we aim to enhance
the algorithm’s performance. In the crossover operation, in-
stead of using fixed crossover points, we randomly select
crossover points for each crossover, increasing the diversity
of the population. This ensures better exploration of the
search space and improves the globe search capability.

In the mutation operation, we calculate the number of
genes to mutate based on the population size, chromosome
length, and mutation rate. Then, we randomly select these
genes for mutation rate and reduces the number of ineffec-
tive mutation mutations during iteration. From Fig. 18, it
can be observed that the PMEPR values obtained by opti-
mizing with both the traditional genetic algorithm and the
improved genetic algorithm are compared, and it is evident
that PMEPR is significantly reduced. And the resulting wave-
forms are finally compared and presented together as shown
in Fig. 19. This validates the feasibility of the improved
genetic algorithm.

In Fig. 19, the generated complementary MCPC se-
quence is extended to twice the length of the original se-
quence, and the time axis is constrained to the pulse duration(
𝑀2 × 𝑡b

)
. In this case, when the pulse period 𝑇 is greater

than twice the pulse width (𝑇 > 2𝑀𝑡b), it implies the pres-
ence of multiple complete pulses within the time range. Due
to the complementary relationship among these pulses, the
autocorrelation within this delay range is not influenced by
the specific value of 𝑇 .

Fig. 18. Traditional Ga vs Improved Ga.

Fig. 19. Waveforms comparison between cyclic, optimum order
and Ga.
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5.3 Frequency Weighted Complementary
MCPC Pulse
By applying frequency weighting, it is possible to ef-

fectively reduce the sidelobes in the autocorrelation of LFM
radar signals and mitigate interference from other signals
or noise [37]. In traditional constant-amplitude radar sig-
nals, to restore the signal’s constant amplitude characteris-
tics and compensate for amplitude variations during signal
transmission, weighting is typically performed only at the
receiver. However, due to the ideal nature of the matched fil-
ter, performing weighting solely at the receiver cannot com-
pletely eliminate the impact of non-ideal factors, leading to
the degradation of the signal’s constant amplitude character-
istics. Despite the extensive knowledge of weighting window
function, we confine our numerical experiments to a simple
family of weighting functions expressed mathematically as:

𝑊𝑛 =

𝑎0 + 𝑎1 cos
©«

2𝜋
(
𝑛 − 1

2

)
𝑀

ª®®¬

𝛼

. (13)

Note that, 𝑎0 = 0.53826 and 𝑎1 = 0.46164 are set as the co-
efficients at the two endpoints of the Hamming window, and
𝛼 = 0.5 is the coefficient at the center endpoint. This is equiv-
alent to adding a Hamming window at the receiver end. The
permutation-based on MCPC sequence is then subjected to
Hamming window frequency weighting to reduce sidelobes.
Subsequently, the resulting complementary MCPC sequence,
after being frequency-weighted with the Hamming window,
is transformed into a time-domain waveform, as shown in
Fig. 20.

The Kaiser window is a type of window function used
in signal processing and spectrum analysis, typically em-
ployed to control spectral leakage and main lobe width. Its
mathematical expression is as follows:

𝑊𝑛 =

𝐼0

(
𝛽

√︃
1 −

(
𝑛−𝑁
𝑁

)2)
𝐼0 (𝛽)

(14)

where 𝐼0 is the is the modified Bessel function of the first kind,
𝛽 is the shape parameter of the window function, it is set to 5,
and 𝑁 is the length of the window, typically an even num-
ber. Subsequently, a Kaiser window frequency-weighting is
applied to the permutation-based MCPC sequence, followed
by a transformation into the time-domain waveform, as illus-
trated in Fig. 21.

And the mathematical expression of the Taylor window
is given as follows:

𝑊𝑛 =
∑︁𝑀

𝑘=0

(−1)𝑘

𝑘!

(
2𝑛
𝑁

− 1
) 𝑘

(15)

where 𝑀 represents the order of the Taylor window, which
determines the shape of the window, and for the sake of com-
parison, we have also set it to 5. Subsequently, a Taylor
window frequency-weighting is applied to the permutation-
based MCPC sequence, followed by a transformation into the
time-domain waveform, as illustrated in Fig. 22.

Next, the ACF of the complementary MCPC time-
domain waveform with Hamming window frequency weight-
ing is computed. The corresponding delay vector is gener-
ated based on the time vector of the complementary code,
representing the correlation between the weighted ACF of
the complementary MCPC sequence at different time inter-
vals. The amplitude of the obtained ACF is shown in Fig. 23.
Based on the calculations, the computed PSL value for the
complementary MCPC sequence with Hamming window fre-
quency weighting is −30.17 dB. Similarly, the ACF weighted
by the Kaiser window and the Taylor window are depicted in
Figs. 24 and 25, respectively. These two plots exhibit subtle
differences.

Fig. 20. Real part of train of complementary MCPC waveform,
no Window vs Hamming Window.

Fig. 21. Real part of train of complementary MCPC waveform,
no Window vs Kaiser Window.

Fig. 22. Real part of train of complementary MCPC waveform,
no Window vs Taylor Window.
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Fig. 23. Train of complementary MCPC ACF, no Window vs
Hamming Window.

Fig. 24. Train of complementary MCPC ACF, no Window vs
Kaiser Window.

Fig. 25. Train of complementary MCPC ACF, no Window vs
Taylor Window.

6. Conclusions
The MCPC signal offers several advantages over known

signals. By optimizing subcarrier sequence permutations,
the MCPC signal achieves a significant reduction in side-
lobes and PMEPR value, resulting in a smaller peak power.
This addresses the issue of insufficient dynamic range dur-
ing transmission, allowing the radar system to handle the
dynamic range difference between strong and weak targets
effectively. MCPC, similar to the P4 signal, is a digital phase
modulation signal but with more phase states and frequency
selections. It possesses a pin-like ambiguity function and
requires fewer phase values.

Despite being essentially a pulse signal, MCPC inherits
favorable aperiodic autocorrelation characteristics from the
periodic autocorrelation of its underlying signal. This allows
the design and analysis of MCPC signals to draw knowl-
edge from signals with complete periodic autocorrelation,
achieving improved aperiodic autocorrelation characteristics
and performance. As a multi-frequency signal, MCPC bene-
fits from frequency weighting, which reduces autocorrelation
sidelobes. Designing complementary states along each pulse
and frequency using MCPC pulse trains further reduces side-
lobes.

Lastly, for an 𝑀 × 𝑀 MCPC signal, there are 𝑀! (fac-
torial of 𝑀) different permutations. Among all possible
sequences, an optimal sequence can be found, exhibiting rel-
atively lower peak values in the ambiguity function. This can
reduce mutual interference among nearby radar instruments.

In conclusion, the analysis of MCPC radar signal char-
acteristics underscores their significance in both MIMO radar
systems and radar-communication integration. Signals with
a low PMEPR are instrumental in reducing interference and
improving the dynamic range, thereby enhancing the effec-
tiveness of MIMO radar for target detection and tracking.
Additionally, the strong autocorrelation of MCPC signals, in-
dicative of high temporal and spectral correlation, enhances
signal distinctiveness and resolution within MIMO radar sys-
tems, enabling precise differentiation of multiple targets and
the provision of accurate positional information. Further-
more, MCPC radar signals, with their spectral versatility,
allow for information distribution across multiple subcarri-
ers, facilitating simultaneous radar and data communication
in the same frequency band, without the need for additional
spectrum allocation. The low PMEPR of MCPC signals
ensures stable data communication, enabling the system to
perform consistently across diverse operational requirements
in radar-communication integration.
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