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Abstract. Spectrum maps can model the received signal 
strength over a geographical region and will play a pivotal 
role in the intended spectrum management scheme. Tradi-
tional spectrum map construction methods cannot fully 
utilize the spatial-temporal correlation characteristics of 
observed spectrum data in a time-varying spectrum situa-
tion. The computational complexity for real-time scenes is 
unaffordable, and the current spectrum situation cannot be 
estimated promptly. To address this problem, we first 
model the spatial-temporal spectrum data by tensors. 
Then, based on the low-rank statistical characteristic of the 
spectrum map, we apply the tensor ring low-rank factors 
(TRLRF) algorithm to recover the missing spectrum data. 
Finally, a dynamic window mechanism is introduced to 
reduce the computational complexity further. The simula-
tion results show that the proposed dynamic window size 
tensor ring low-rank factors (DW-TRLRF) algorithm yields 
higher accuracy than other state-of-the-art algorithms with 
significantly lower complexity. 

Keywords 
Spatial-temporal spectrum data, spectrum situation 
construction, spectrum map, mobile radiation source 

1. Introduction 
With the popularization of intelligent terminals and 

the emergence of various new services, spectrum scarcity 
and low utilization have become bottlenecks hindering the 
sustainable development of the wireless communication 
industry [1]. Real-time monitoring of the radio spectrum 
environment is the premise for optimal allocation and man-
agement of spectrum resources [2]. As a visual spectrum 
resource description tool, a spectrum map maps the re-
ceived signal strength in the area of interest to the corre-
sponding geographical coordinates, describes the spatial 
characteristic distribution of the received signal strength 
[3], [4], and provides essential support for spectrum moni-

toring, spectrum management, and signal identification. 
Therefore, spectrum map construction has received exten-
sive attention in academia and industry. 

The existing spectrum map construction methods can 
be divided into two categories based on whether infor-
mation related to the propagation model is used: parametric 
and nonparametric methods [5]. Commonly used nonpara-
metric methods include the graph processing method [6], 
the low-rank matrix completion method [7], and the 
kriging method [8], and parametric methods include the 
compressed sensing method [9] and the tensor decomposi-
tion method [10]. These methods focus primarily on spec-
trum map construction in the spatial domain without 
considering the time-domain variation characteristics of 
spectrum maps. 

To accurately describe the time-space-frequency mul-
tidimensional characteristics of spectrum data, two-
dimensional spectrum maps must be extended to the multi-
dimensional space, and tensors must be introduced accord-
ingly. A tensor is a multidimensional array, which is 
an extension of a vector and matrix. It has rich mathemati-
cal properties and application potential, and it has been 
successfully applied in computer vision and image fields 
[11–13]. Yuan et al. presented in [14] that a tensor ring 
low-rank factors (TRLRF) algorithm imposes low-rank 
constraints on potential tensor ring factors by introducing 
nuclear norm regularization. The alternating direction 
method of multipliers (ADMM) [15] is adopted to solve 
the problem, effectively reducing the burden of the rank 
selection of the tensor ring and reducing the computational 
complexity. Wang et al. [16] presented a tensor ring com-
pletion by alternating least square (TR-ALS) algorithm, 
which uses alternating minimization in factors represented 
by matrix product state to restore missing data. In [17], 
Yuan et al. presented a tensor ring weighted optimization 
(TR-WOPT) algorithm using the flexibility of tensor ring 
decomposition, found the latent factors of the incomplete 
tensor through the gradient descent algorithm, and then 
used the latent factors to predict the missing items of the 
tensor. Tang et al. [18] were the first to propose using 
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spectrum tensors to describe multidimensional spectrum 
data and proposed a high accuracy low rank tensor comple-
tion (HaLRTC) algorithm combined with a prediction 
model to restore incomplete spectrum information. Tang et 
al. [19] discussed the construction and analysis of multidi-
mensional spectrum maps from the perspective of tensors, 
proposed a method based on tensors to process multidi-
mensional spectrum data, and introduced a missing value 
recovery method based on tensor decomposition. Zhang et 
al. [20] presented a dynamic window size based canonical 
polyadic decomposition (DW-CPD) algorithm based on the 
dynamic spectrum situation generation problem, which 
uses historical time information to complement the missing 
spectrum data at the current time. 

The traditional spectrum map construction method 
cannot take advantage of the spatial-temporal correlation 
characteristics of the observed spectrum data. Therefore, 
the computational complexity of constructing spectrum 
maps is challenging to bear using all observed spectrum 
data. This paper proposes a dynamic window size tensor 
ring low-rank factors (DW-TRLRF) algorithm to solve this 
major challenge in constructing spectrum maps. Using the 
correlation of spatial-temporal spectrum data reduces the 
computational complexity by solving the data source with 
a dynamic window mechanism. The main innovations of 
this paper include the following: 

• A spectrum map construction model based on tensor 
completion is proposed, and a spectrum map con-
struction algorithm based on tensor ring low-rank fac-
tors (TRLRF) is designed. The tensor ring factors rep-
resented by tensor ring decomposition can be found 
from incomplete spectrum data observations to esti-
mate missing items in the spectrum data. 

• Based on the correlation of spatial-temporal spectrum 
data, a DW-TRLRF algorithm is proposed to support 
the requirement of real-time construction of spectrum 
maps. Observation data in the dynamic window size 
with solid correlation with the current moment are se-
lected to adapt to the current spectrum situation mod-
eling under the dynamic changes in the electromag-
netic spectrum environment. 

• Simulation analysis results show that under the typi-
cal scenario where the standard deviation of shadow 
fading is 3 dB and the missing rate of spectrum data is 
in the range of 0.2–0.8, the root square error (RSE) of 
the DW-TRLRF algorithm is reduced by 12.41% and 
4.54% on average compared with the classic kriging 
interpolation method and the TRLRF algorithm, re-
spectively. Additionally, the computational complexi-
ty is significantly reduced compared with the classic 
kriging interpolation method and the TRLRF algo-
rithm. 

The rest of this paper is organized as follows. Sec-
tion 2 introduces the scene model of this paper. Section 3 
proposes a spectrum map construction algorithm based on 

DW-TRLRF. Section 4 presents the simulation analysis 
results. Finally, we conclude the paper in Sec. 5.  

2. Problem Modeling 
We first briefly introduce the tensor ring decomposi-

tion model. We then introduce the problem scenario, and 
finally, we model the time-varying spectrum map construc-
tion as a tensor completion problem. 

2.1 Tensor Ring Decomposition Model 
Tensor ring decomposition is a model for processing 

high-dimensional spectrum tensors. It decomposes com-
plex high-dimensional spectrum data into a series of easy-
to-handle low-dimensional spectrum data structures in 
a ring structure, which is useful for extracting valuable 
features and information. When n = 1, ⋯, N, the tensor ring 
(TR) factors are represented by 1( ) n n nR I Rn +× ×∈ . Each factor 
consists of two rank-modes (mode-1 and mode-3) and 
a one-dimensional mode (mode-2). The rank of the tensor 
ring is defined as rankTR ( ) = (R1, R2, ⋯, RN), where R1 = 
R2 = ⋯ = RN, which controls the model complexity of the 
tensor ring decomposition. Therefore, for a tensor 

1 2 NI I I× ×∈ 

 , the tensor ring decomposition is defined as:  
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tensor ring decomposition model is depicted in Fig. 1. 

2.2 Problem Scenario 
A group of monitoring sensors and multiple mobile 

radiation sources are randomly arranged in the target area, 
where the initial position and emission power of the radia-
tion source are unknown, as shown in Fig. 2. 

The position of monitoring sensor i is represented by 
mi, and the measured received signal strength is represented 
by P(mi) [21]: 
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Fig. 1.  Tensor ring decomposition model. 
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Fig. 2.  Schematic diagram of the layout of mobile radiation 

sources and monitoring sensors in the area. 

 10( ) 10 log ( )
p ii T p i mP m P K m m W= − − − +ε . (2) 

In this formula, PTp is the emission power of a certain ra-
diation source, K is the free space path loss factor, ε is the 
path loss index, mp represents the position of a certain 
radiation source, ║∙║ represents the Euclidean distance 
between two vectors, and Wmi is the shadow fading at mi 
that obeys the lognormal distribution and satisfies the 
standard deviation of σ [22]. 

2.3 Problem Model 
For the dynamic spectrum situation completion sce-

nario, monitoring sensors are deployed on a two-
dimensional geographical area of an a × b equidistant grid, 
and these sensors monitor the surrounding spectrum situa-
tion. At time t, the spectrum data use a matrix Xt

a b×∈ , 
which is modeled as a three-dimensional spectrum tensor 

a b t× ×∈ , as shown in Fig. 3. 

The X and Y axes represent the spatial position, and 
the Z axis represents the movement time of the radiation 
source. The white cubes indicate missing spectrum data, 
and the blue cubes indicate the observed spectrum data 
information. In a complex electromagnetic environment, 
due to cost, the number of deployed monitoring sensors is 
limited; as a result, the collected spectrum data are often 
incomplete. Accurate spectrum map construction requires 
using many sensors. To reduce time and cost, a tensor 
completion algorithm must be applied to recover spectrum 
data from limited sensors. 

The TR factors corresponding to the TR decomposi-
tion representation are found from the observation items of 
the incomplete spectrum tensor data to restore the missing 
items of the spectrum tensor data. The TR-based tensor 
completion model is: 
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Fig. 3.  Modeling of missing spectrum tensors. 

where ║∙║F represents the Frobenius norm of the tensor, Ω 
represents the set of spectrum data observation items, 
PΩ(∙)represents the mapping under Ω,  represents the 
spectrum tensor data to be completed, and ([ ])Ψ  represents 
the approximate spectrum tensor data generated by TR 
factors [ ] . 

3. Spectrum Map Construction 
Method Based on Dynamic Window 
Size Tensor Ring Low-Rank Factors 

3.1 Spectrum Map Generation Model Based 
on Tensor Ring Low-Rank Factors 
To reduce the computational complexity of the tradi-

tional tensor completion methods, the low-rank constraint 
is imposed on the two rank-modes of the TR factors; that 
is, the expansion of the TR factors along mode-1 and 

mode-3 is denoted as ( ) ( )
(1) (3)* *

1 1
G G

N N
n n

n n= =

+∑ ∑ . A spectrum map 

construction model based on tensor ring low-rank factors 
(TRLRF) is proposed: 
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where ║∙║* represents the matrix kernel norm, λ is the 
trade-off parameter, λ > 0, and 𝒳𝒳 represents the target 
spectrum tensor data. 

ADMM is used to solve the objective function of the 
spectrum map generation model based on TRLRF. Since 
the model variables are interdependent, by adding auxiliary 
variables [ ] , the optimization problem of the objective 
function can be re-expressed as: 
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The set ( , ) ,3
1, 1[ {] : }n i N

n i= ==   represents the tensor sequence, 
which is the auxiliary variable of [ ] . Equal constraints of 
auxiliary variables are added to the Lagrangian equation to 
obtain the augmented Lagrangian function of the objective 
function: 
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where ( , ) ,3
1, 1[ {] : }n i N

n i= ==   is the set of Lagrange multipliers 
and μ > 0 is the penalty parameter. For n = 1,⋯,N, 
i = 1,2,3, ( )n , ( , )n i , and ( , )n i  are independent of each 
other. Therefore, the update scheme for each variable is as 
follows. 
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where the folding operations of mode-2 unfoldings are 
defined as fold2(∙), that is, the matrix folding tensorization 
operation. 2 2

n nR R×∈I   is the identity matrix. 
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where 1 ( )D
µ

⋅  is the singular value thresholding (SVT) [23] 

operation. 

 ( ) ( ([ ]))P P+ Ω Ω= + Ψ    (9) 

where ( )PΩ   represents the mapping of the spectrum data 
to be completed under the set of observation items, Ω  is 

the set of missing items of the spectrum data, and 
( ([ ]))PΩ Ψ   represents the mapping of the approximate 

spectrum tensor data generated by TR factors [ ]  under 
Ω . The target spectrum tensor data 𝒳𝒳 are updated by in-
putting the observed spectrum data, and the TR factors [ ]  
are updated at each iteration to approximate the missing 
items of the spectrum data.  

 ( , ) ( , ) ( , ) ( )( )n i n i n i n
+ = + −µ    . (10) 

Additionally, the penalty parameter μ of the augmented 
Lagrangian function of the objective function is updated by 
μ+= max{ρμ, μmax} in each iteration, where 1 < ρ < 1.5 is 
a tuning hyperparameter. 

First, the ADMM is used to solve the objective func-
tion of the TRLRF model, and the objective function is 
transformed into a convex optimization problem. Since the 
variables of the TRLRF model are interdependent, auxilia-
ry variables are included to simplify the optimization. Sec-
ond, by constructing the augmented Lagrangian function 
form of the objective function, the optimization problem of 
the objective function is transformed into multiple sub-
problems to be solved separately. Finally, each subproblem 
is solved sequentially to update the auxiliary variables, and 
the target spectrum tensor data are output after multiple 
iterations of convergence to better address missing data in 
the spectrum map and improve the construction accuracy 
of the spectrum map. 

3.2 Dynamic Window Size 
When the radiation source motion time is too large, 

the TRLRF algorithm is inefficient in constructing a spec-
trum map. To reduce the computational complexity of the 
TRLRF algorithm, a dynamic window mechanism [20] is 
introduced. The dynamic window size is βt, and the spec-
trum data at the relevant moment are put into the βt. The 
observed spectrum data Xt – βt + 1,⋯, Xt − 1, Xt have a strong 
correlation. According to the literature [20], it is concluded 
that βt ≥ 2, that is, at least 2ab entries can be observed as 
shown in Fig. 4.  
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Fig. 4.  Spectrum map construction process based on the DW-TRLRF algorithm. 

 



RADIOENGINEERING, VOL. 33, NO. 1, APRIL 2024 167 

 

Algorithm 1. DW-TRLRF algorithm 
input: Spectrum tensor data to be completed  ，TR rank { } 1 =3N

n nR
=

  
output: Target spectrum tensor data   and TR factors [ ]  

1 initialization: n = 1,…, N, i = 1,2,3, ( , )n i = 0, ( , )n i = 0, μ0 = 1, λ = 5, 
μmax = 100, ρ = 1.01, tol = 10−6, kmax = 300, βt = 10,   
t = 200 

2     for  j = 1 to t − βt + 1 do 

3          while  j ≤ βt  do 

4                  for k = 1 to kmax  do 

5                      last =   

6                       update { }( )
1

Nn
n=

  by（7） 

7                       update ( , ) ,3
1, 1{ }n i N

n i= =  by（8） 

8                       update   by（9） 

9                       update ( , ) ,3
1, 1{ }n i N

n i= =  by（10） 

10                    ( )maxmax ,µ ρµ µ=  

11                  If Flast F
/ tol− <   ，break 

12                 end for 

13         end while 

14         while j > βt   do 

15                Repeat steps 6, 7, 8, and 9 with only one iteration 

16         end while 

17     end 

The dynamic window size βt at time t is calculated. 
Next, ( )n , ( , )n i ,   and ( , )n i  are updated. The TRLRF 
algorithm must perform multiple iterations of all the spec-
trum data observed at all times, which cannot meet the real-
time requirements. Therefore, a spectrum map construction 
algorithm based on DW-TRLRF is proposed. When updat-
ing the spectrum data at the current time t, it only needs to 
use the spectrum data at the time t − βt, t − βt + 1,⋯, t − 1 as 
the initial values of the DW-TRLRF algorithm, and the 
number of algorithm iterations is set to 1. Algorithm 1 
summarizes the spectrum map construction process based 
on the DW-TRLRF algorithm. 

3.3 Computational Complexity Analysis 

For an N-dimensional tensor 1 2I I IN× × ×

∈


 , the TR-
rank is set to R1 = R2 = ⋯= RN = R, and the dimension of 
each mode of the tensor is also set to be the same: 
I1 = I2 = ⋯= IN = I. The computational complexity of the 
proposed TRLRF spectrum map construction algorithm is 
O(NR2IN + NR6), which is the same as that of the compari-
son algorithm TR-WOPT. The computational complexity 
of the TR-ALS algorithm is O(PNR4IN + NR6), where 
0 < P < 1, P represents the sampling rate. The computa-
tional complexity of the kriging interpolation algorithm is 
O(S3) [24], [25], where S = P × IN, S is the number of sam-
pling points. The computational complexity of the proposed 
 

Parameter Numerical value 

Target area 1000 m × 1000 m 

Radiation source movement time 200 s 

Radiation source movement speed 5 m/s 

Radiation source emission power [30 dBm, 26 dBm, 24 dBm] 

Radiation source initial position (500 m, 900 m), (900 m, 900 m), 
(900 m, 500 m) 

Path loss index ε 2 
Path loss factor K 10 dB 

Shadow fading standard deviation (σ) 3 dB, 5 dB, 7 dB 
Grid size 10 m × 10 m 

Tab. 1.  Simulation parameter settings. 

DW-TRLRF spectrum map construction algorithm is 
O(I2R2). 

4. Simulation Analysis 

4.1 Simulation Settings 
A summary of the parameter settings for the simula-

tion data is provided in Tab. 1. 

Three radiation sources are deployed in the target area 
of 1 km × 1 km, and the initial positions are randomly set 
to (500 m, 900 m), (900 m, 900 m) and (900 m, 500 m). 
The area is divided into 100 × 100 grids, each representing 
an area of 100 m2, each grid with a different color to indi-
cate the strength of the signal received by the grid. The 
simulation environment is shown in Fig. 5(a). Assuming 
that the radiation source moves at a speed of 5 m/s in the 
same direction, the spectrum maps after 100 seconds and 
200 seconds of radiation source movement are shown in 
Fig. 5(b) and 5(c), respectively. Gudmundson's shadow 
fading model was used for statistical fading, and the stand-
ard deviation was 3 dB. 

4.2 Dynamic Window Sizes Selection 
To quantify the tensor completion algorithm perfor-

mance, the root square error (RSE) [18] is used: 

 2
10

2

ˆ
[dB] 10log H HRSE

H
−

=
‖ ‖

‖ ‖
 (11) 

where Ĥ is the completed spectrum tensor data, and H is 
the simulated original spectrum tensor data. 

We use the same spectrum data with a spectrum data 
miss rate of 0.8 and a shadow fading standard deviation of 
3 dB. As shown in Tab. 2, the running time of the con-
structed spectrum map increases with increasing dynamic 
window size, while the RSE first decreases with increasing 
dynamic window size. When the dynamic window size is 
20, the RSE is the lowest, and when the dynamic window 
size is greater than 20, the RSE begins to increase. To better 
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Dynamic window size RSE Running time 
5 −20.75 dB 2.75 s 
10 −20.85 dB 3.50 s 
15 −20.95 dB 5.82 s 
20 −21.02 dB 6.31 s 
25 −21.01 dB 7.38 s 

Tab. 2.  Comparison of RSE and running time with dynamic 
window size. 

balance the construction accuracy and running time, we set 
the dynamic window size to 10. 

4.3 Analysis of Spectrum Data Rank 
To describe the characteristics of the rank of the spec-

trum tensor data, the spectrum data are preprocessed, 
expanded and decomposed into matrix form in the time 
dimension. Additionally, singular value decomposition 
(SVD) [26] is used to analyze the rank distribution of the 
spatial position of the radiation source that changes with 
the movement time and the distribution of the initial posi-
tion rank under different shadow fading standard devia-
tions.  

In SVD, singular values are the elements on the diag-
onal matrix in the SVD of matrix A. Normalized singular 
values usually mean dividing the singular value by its larg-
est singular value such that the large singular value equals 
1. In particular, let the SVD of matrix A be: 

 T=A UΣV  (12) 

where U and VT are orthogonal matrices, respectively, and 
Σ are diagonal matrices whose elements on the diagonal 
are singular values, usually arranged in order from largest 
to smallest. The following formula calculates the normal-
ized singular value σ’i: 

 
max

i
i
′ σ

σ =
σ

 (13) 

where σi is the i-th element of the original singular value, 
and σmax is the largest of the singular values. 

Figure 6 shows the distribution of singular values in 
descending order after normalization. When the standard 
deviation of shadow fading is 3 dB, the three lines repre-
sent the spatial position of the radiation source at the initial 
moment, after 100 s of movement and after 200 s of 
movement. The spectrum map matrix singular value analy-
sis curves are depicted. The rate of decrease in the singular 
value analysis curve is basically the same, which indicates 
that the rank of the spatial position of the radiation source 
remains relatively stable during motion. 

Figure 7 shows the normalized singular values in de-
scending order, and the three lines represent the singular 
value analysis curves of the spectrum map matrix with 
shadow fading standard deviations of 3 dB, 5 dB and 7 dB 
at the initial position, respectively. As shown in Fig. 7, as 
the standard deviation of shadow fading increases, the 
singular value analysis curve decreases more slowly; that is, 

 
(a) Spectrum map generated by the radiation source at the initial 

moment. 

 
(b) Spectrum map generated after 100 seconds of radiation 

source motion. 

 
(c) Spectrum map generated after 200 seconds of radiation 

source motion. 

Fig. 5.  Spectrum map of the radiation source as it moves over 
time. 

the spectrum map matrix's rank also increases, reducing the 
completion performance of the DW-TRLRF algorithm. 

As shown from Fig. 6 and Fig. 7, the matrix singular 
value distribution of the signal reception intensity after 
expansion of the spectrum tensor is always concentrated in 
the first few singular values, indicating that the spectrum 
data have an approximate low-rank structure. Therefore, 
spectrum maps can be constructed using the DW-TRLRF 
algorithm. 
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Fig. 6.  Distribution of singular values of the spectrum matrix 

at different spatial locations. 
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Fig. 7.  Singular value distribution of the spectrum matrix 

under different shadow fading standard deviations. 

4.4 Simulation Results and Discussion 
In the target region of 1 km × 1 km, the radiation 

source motion time of 200 s is accounted for and modeled 
as a third-order spectrum tensor, as shown in Fig. 8(a). The 
size of the spectrum tensor data is 100 × 100 × 200. The X-
axis and Y-axis represent the target region, and the Z-axis 
represents the movement time of the radiation source. As-
suming that the missing rate of the spectrum data is 70%, 
the acquired signal intensity is displayed in different col-
ors, and the missing spectrum tensor data are shown in 
Fig. 8(b). The spectrum tensor data completed by the DW-
TRLRF algorithm are shown in Fig. 8(c). As shown in 
Fig. 8, the DW-TRLRF algorithm has excellent completion 
performance. 

Figure 9 compares and analyzes the spectrum map 
construction accuracy of five algorithms based on different 
shadow fading standard deviations of simulation data, 
including TR-ALS, TR-WOPT, Kriging, TRLRF and DW-
TRLRF. It shows that when the spectrum data missing rate 
is 0.2 to 0.8 and the shadow fading standard deviation is 
3 dB, the average RSE of the spectrum map constructed by 
the DW-TRLRF algorithm is lower than that of TR-ALS, 
TR-WOPT, Kriging and TRLRF, reducing by 18.41%, 

19.13%, 12.41% and 4.54%, respectively. The shadow 
fading standard deviation is 5 dB, reducing by 14.27%, 
14.63%, 12.97% and 1.08%, respectively. The shadow 
fading standard deviation is 7 dB, reducing by 13.12%, 
13.26%, 13.53% and 0.01%, respectively. 

A time test is conducted on an i9-12900H CPU with 
16 GB RAM, as shown in Fig. 10. When the spectrum data 
missing rate is 0.2 to 0.8, and the shadow fading standard 

 
(a) Third-order spectrum tensor data. 

 
(b) Spectrum tensor data with a missing rate of 70%. 

 
(c) Spectrum tensor data completed by the DW-TRLRF 

algorithm. 

Fig. 8.  Schematic diagram of the completion process of 
spectrum tensor data. 
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(b) The standard deviation of shadow fading is 5 dB. 
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(c) The standard deviation of shadow fading is 7 dB. 

Fig. 9.  Comparison of RSE performance with spectrum data 
missing rate. 

deviation is 3 dB, DW-TRLRF performs better than TR-
ALS, TR-WOPT, Kriging and TRLRF in spectrum map 
construction, reducing the running time by an average of 
39.85%, 94.1%, 99.67% and 86.75%, respectively.  

By adding a dynamic window mechanism based on 
the TRLRF algorithm, DW-TRLRF can make full use of the 
temporal and spatial correlation characteristics of ob-
servation data and gradually eliminate the data outside the 
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Fig. 10.  Comparison of running times for constructing 

spectrum maps. 

dynamic window size. Simulation results demonstrated that 
the running time was significantly reduced, and the current 
spectrum situation could be estimated more timely. The 
quick spectrum map construction with the proposed algo-
rithm makes it more suitable for applications with timely 
construction requirements, such as searching the black 
flight of drones and managing unmanned aerial vehicle 
(UAV) activities for airspace safety. 

To be more adaptive in different environments, the 
size of the dynamic window should be optimized before 
application to balance RSE and running time. Moreover, 
more research is needed to find the best dynamic window 
size. 

5. Conclusions 
In this paper, a spectrum map construction algorithm 

based on TRLRF is designed to solve the problem of real-
time construction of dynamic spectrum situations. Through 
TR decomposition, TR factors are found from incomplete 
spectrum data to estimate the missing spectrum data and 
improve the spectrum map construction accuracy. In order 
to make full use of the correlation of spatial-temporal spec-
trum data, a dynamic window mechanism is introduced to 
reduce the computational complexity, and a spectrum map 
construction algorithm based on DW-TRLRF is proposed, 
which can quickly construct spectrum maps. The simula-
tion results show that when the spectrum data missing rate 
is 0.2 to 0.8, and the shadow fading standard deviation is 
3 dB, the RSE of the DW-TRLRF algorithm is reduced by 
12.41% on average compared with the classic Kriging 
interpolation method, and the running time of constructing 
spectrum map is reduced by 99.67% on average, which 
significantly reduces the computational complexity. The 
proposed algorithm can better meet the requirements of 
dynamic spectrum situation scenario construction. 

Since the spectrum environment varies with time and 
location, the correlation among the observed data 
decreases. Completing the spectrum map with all observed 
data is neither necessary nor preferable, especially consid-
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ering the high computational complexity. Therefore, intro-
ducing a dynamic window mechanism to put highly rele-
vant spectrum data into a complete system can quickly and 
accurately construct spectrum maps, which play a crucial 
role in improving the efficiency of spectrum management. 
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